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General and Program Chairs’ Message

The 2nd International Service Availability Symposium (ISAS 2005) provided a
unique forum for academia and industry researchers who focus not only on devel-
oping next generation solutions but also on standards for today’s market. Given
the pervasive interweaving of computing devices, increasingly it is “services”
rather than “systems” that warrant our attention. As services emerge as the pri-
mary vehicle for information acquisition, processing and delivery, the demands
for dependability become of primary concern. Needless to add, the expectations
from users’ with respect to trust and reliance of such systems will only continue
to grow.

As computers already pervade almost all walks of our lives, significantly in-
creased interest in dependable computing should not be a surprise as the industry
leaders and main computer companies are searching for innovative ways of en-
hancing the dependability of systems that are increasingly more complex and
networked. With the paradigm shift where “everything” may become a service,
it is not an option but an imperative to address the questions of service availabil-
ity. From humble beginnings of dealing with types and formats, later with tasks
and processes, then with objects and components, we have arrived to service and
peer-to-peer computing. Over 8.5 billion processors are produced each year and
98.5% end up in geographically distributed and interconnected embedded sys-
tems. The challenge is to design services and systems that are highly available,
reliable and secure. As the number of 7 × 24 applications continuously increases
this is an ambitious challenge that will have to be met. Service availability can-
not be compromised. It will have to be delivered as the economic and social
impacts of unreliable, incorrect services might range from minor inconveniences
to losses of human lives and unpredictable costs.

This year’s ISAS represented an excellent mix of academic and industrial
contributions as well as participation.

The eight sessions featured truly distinguished academics and industrial lead-
ers as well as some new researchers in the field. We had an outstanding Keynote
Speaker Prof. Hermann Kopetz from TU Vienna who is a pioneer in the field
of dependable real-time computing, actively contributing to the field for almost
30 years. A distinguished panel featuring representatives from academia and in-
dustry, two invited sessions, and regular papers that were subject to a rigorous
review process constituted the overall ISAS program. Each paper was reviewed
by at least three Program Committee members. We would wholeheartedly like
to thank our PC members for their guidance and diligent reviewing. Our thanks
go to Prof. Edgar Nett, Nikola Milanovic and Christine Henze for editing the
proceedings. Nikola and Christine also helped together with Sabine Becker and
Steffen Tschirpke of Humboldt University Berlin, Susan Morgner and Dr. Chris-
tine Titel from Congressa GmbH the organization and we do appreciate it very
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much! Last but not least we would like to thank Manfred Reitenspieß who has
been the guiding force behind ISAS and the Service Availability Forum.

I hope that the attendees enjoyed the final program, enjoyed the presenta-
tions, got involved in the discussions, struck up new friendships, and got inspi-
ration for contributions to the next year’s symposium which will be hosted by
Kimmo Raatikainen, University of Helsinki and Francis Tam of Nokia in Helsinki
during May 15–16, 2006.

Miroslaw Malek Neeraj Suri
Humboldt Universität Berlin Technische Universität Darmstadt
Institut für Informatik Institut fur̈ Informatik
malek@informatik.hu-berlin.de suri@informatik.tu-darmstadt.de
ISAS 2005 General Chair ISAS 2005 Program Chair
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TTA Supported Service Availability 

H. Kopetz 

Institut für Technische Informatik TU Wien, 
A 1040 Wien, Treitlstrasse 3 
hk@vmars.tuwien.ac.at 

Abstract. The Time-Triggered Architecture (TTA) is a distributed architecture 
for high-dependability real-time applications.  In this paper the mechanisms that 
guarantee a high availability of TTA services are presented. The paper starts 
with a deliberation on the fault-hypothesis of the TTA and discusses the parti-
tioning of a TTA system into independent fault-containment regions, their fail-
ure modes and their failure frequencies.  In the second part the structure of the 
TTA is explained and the mechanisms that handle the specified faults are out-
lined.  The role of the TTA-inherent sparse time base for the consistent ordering 
of messages and the solution of the simultaneity problem is explained. Finally, 
the third part speculates on the vision of a highly integrated TTA-giga-chip that 
acts as a self-contained TTA node and could be implemented on a single  
silicon die. 

1   Introduction 

The Time-Triggered Architecture   (TTA) [1] is an integrated distributed  computer   
architecture,  designed to provide a continuous timely services with an MBTF of bet-
ter than 109 hours in the  presence of component failures, provided that the occur-
rences of component failures are in agreement with the stated fault hypothesis.  The 
TTA is intended for applications that require utmost availability even in the presence 
of a  fault in any of its components:  examples of such applications are the control of a 
nuclear  power plant,  the flight control system of an airplane or a computer-based 
brake control system within an automobile that does not contain a mechanical backup. 

Such a high reliability can only be achieved by the provision of redundancy in the 
hardware,  since the observed component (chip)  failure rates are orders of magni-
tudes lower [2] than the desired system reliability. Every redundancy scheme is based 
on a number of assumptions--the fault hypothesis--about the types and frequency of  
faults that the system is supposed to handle.   In case that all fault-handling mecha-
nisms are perfect and cover all scenarios that are listed in the fault-hypothesis,  the 
probability of system failure is reduced to the assumption coverage[3],  i.e.,  the prob-
ability that the assumptions made in the fault hypothesis are met by reality. The fault 
hypothesis of any fault-tolerant system is a critical document in the design process.  
The fault hypothesis of the TTA is discussed in more detail in Section two. 

One common technique to implement fault-masking by redundancy is called triple-
modular redundancy (TMR).  In a TMR system fault-tolerant units (FTUs) are 
formed by placing three synchronized deterministic replicas of every critical  
component into a new distributed unit--the FTU.  An incoming message is distributed 
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to all three units of the FTU and the result message (and the internal state) is output-
ted to a voter that makes a majority decision based on at least two identical results. If 
one of the components of  FTU produces no result or a result that is different from the 
result of the other two components,  this component is considered to have failed.  
TMR structures will only succeed if the redundant components fail independently,  
i.e. if there is no correlation between the failures of components that form a fault-
tolerant unit. Correlated failures can occur because of external causes  (a single exter-
nal event,  e.g., a lightning stroke, causes the failure of more than one component)  or 
by error propagation,  i.e. an erroneous component sends  a faulty message to an up to 
that instant correctly operating component and thus corrupts the internal state of this 
component.  The issues of fault isolation and error propagation  in the TTA are cov-
ered in Sections three and  four.   

Finally in Section five and six we speculate about the future hardware implementa-
tion  of the TTA.  Considering the tremendous advances  in the field of semiconductor 
technology,  which is expected to give us billion-transistor giga chips (system-on-a-
chip:  SoC)  by the end of this decade,   we outline the structure of a generic  TTA-
SoC that can be used in many different application domains.   

2   Fault Hypothesis of the TTA 

In the following paragraphs we discuss the fault hypothesis of the TTA with respect 
to hardware faults.   We assume that the hardware design and the basic fault-handling 
mechanisms are free of design faults. 

2.1   Fault-Containment Regions 

The first step in the specification of a fault-hypothesis is  concerned with the estab-
lishment  of a the fault-containment regions (FCR), i.e. the units of failure.  An FCR 
is a subsystem that is considered to fail independently from any other FCR. If we 
must tolerate the physical destruction of a hardware component  (e.g., in an accident),   
then different FCRs must be in different physical locations, i.e. the computer system 
must be distributed.  In the TTA we assume that every node of the distributed system  
forms an FCR. 

2.2   Failure Modes 

In the next step we must specify the  critical failure modes of FCRs. Any restriction 
of the tolerated failure modes  must be considered as an additional  assumption that 
has a negative effect on the assumption coverage.   In the optimal case no restriction 
of the failure modes are made, i.e. a failing component can manifest an arbitrary  
behavior. 

We consider a failure mode of an FCR as critical, if it impacts the remaining cor-
rect nodes of the distributed system in such a way that the functionality or the consis-
tency of the distributed computing base among the nodes that are outside the affected 
FCR is lost. We focus on a single fault during a fault-recovery interval Δd. After the 
recovery interval Δd the architecture has recovered from the consequences of this 
fault and can tolerate a further fault (provided enough resources remain operational). 
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We define a set of nodes as  Δd-consistent if Δd time units after the occurrence of 
failure all remaining correct nodes have the same view about this failure event.  

In the TTA we have identified the following critical failure modes of an FCR that 
must be addressed at the level of the architecture: 

(i) Crash/Omission (CO)  failures 
(ii) Babbling idiot failures 
(iii)  Slightly-off-specification (SOS) failures 
(iv)  Masquerading failures 
(v) Massive transient disturbances 

In the analysis of failure mode (i) to (iv) we assume that a fault impacts a single 
FCR only.  Failure mode (v), special case that affects more than one FCR, is ex-
plained at the end of this Section. 

Crash/Omission Failures: A widely accepted  fault-model  in a distributed system 
assumes a fault that manifests itself as either a crash  failure of a node or an omission 
failure of the communication  channel (CO failure).  CO failures are the most com-
mon failures in distributed system--close to 99% of the failures are of the CO type[4]. 
According to this fault model a node either operates correctly or crashes. The com-
munication system either transports a message correctly,  produces a detectably cor-
rupted message, or fails to transport a message.  Most of the available communication 
protocols, such as for example TCP/IP, are designed to detect and, if possible, to 
correct CO failures.  The consequence of a CO failures is a loss of consistency of the 
distributed computing base. In a point-to-point communication system an acknowl-
edgement service is provided to detect CO failures. In multi-cast communication 
system, such as the TTA, a membership service can is available to detect and identify 
CO failures. Another mechanism for CO failure detection is the acknowledgement 
mechanism of the CAN protocol[5]. 

In a multicast environment  it is important to distinguish between an omission fail-
ure at the sender and an omission failure at one of the receivers. If the sender learns 
promptly about a local omission failure it can often undo the state-change assumed to 
have taken place by rolling back to the state before the send operation. In case of an 
omission failure at one of the receivers, such a rollback is not possible. 

Prompt CO failure detection and diagnosis at the architecture level is important in 
order to inform the application that consistency has been lost, and which unit is re-
sponsible for the loss of consistency. The application can then decide what  corrective 
action must be taken. 

Babbling idiot failures:  A babbling idiot failure of an FCR occurs, if the FCR 
starts sending untimely messages. In a multicast time-triggered communication topol-
ogy that contains a broadcast channel such a babbling FCR can interfere with the 
communication of the correct nodes. If an FCR exhibits permanent babbling-idiot 
failures on both channels (this is in principle possible, since both channels are in the 
same FCR) any further communication among the correct nodes becomes impossible.  
The TTA detects and handles babbling-idiot failures of FCRs by the guardians in the 
communication system. The guardian will only open the sending channels during the 
a priori known time-interval that has been allocated to a node. 

Slightly-off-Specification (SOS) Failures:  Slightly-off-specification failures are an 
important special case of Byzantine failures.  They can occur at the interface between 
the analog and the digital world.  Assume the situation as depicted in Figure 1. The 
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specification requires that every correct node must accept  analog input signals if they 
are within a specified receive window of a parameter (e.g., timing, frequency, or volt-
age). Every individual node will have a wider actual receive window than the one speci-
fied in order to ensure that even if there are slight variations in manufacturing it can 
accept all correct input signals as required by the specification. These actual receive 
windows will be slightly different for the individual nodes, as shown in Fig 4.  If an 
erroneous FCR produces an output signal (in time or value) slightly outside the speci-
fied window, some nodes will correctly receive this signal, while others might fail to 
receive this signal. Such a scenario will result in an inconsistent state of the  
distributed system. 

Parameter (e.g., Time, Voltage)

Receive window of Parameter according to Specification

Node    L-F       R-B       R-F      L-B     
(all correct, since they all contain the specified receive window!)

SOS Incorrect
Output Signal
 from a node

Actual receive
window of 
individual nodes

 

Fig. 1. Slightly off Specification (SOS) failure 

Example:  Consider a brake-by-wire system where four receiving nodes are at  the 
four wheels of a car (L-F: left front, R-B: right back, R-F: right front, L-B: Left back). 
In this example an SOS output failure of the “brake master”  will cause confusion in the 
distributed system. According to this example, the  L-Front and the L-Back node will 
accept the SOS message, while  the R-Back and R-Front node will discard this message. 
In a brake-by-wire system, such an inconsistency can become  safety relevant. 

In the TTA we must address the following three types of SOS failures: 

(i) SOS value failure 
(ii) SOS coding failures 
(iii) SOS send-instant failures. 

An SOS value failure occurs, if the signal level of the outgoing message is SOS 
faulty. Some receivers may still correctly decode such an SOS faulty signal, while 
others may not be able to decode this signal. Since both outgoing channels of an FCR 
depend on the same power supply, the probability that SOS value failures on both 
channels are correlated.   

An SOS coding failure occurs, if the bit stream from the sender is at the border of 
the coding specification, e.g., the frequency is SOS faulty.  Since both channels are 
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driven by the same oscillator the probabilities for the occurrence of an SOS coding 
failure on both channels are not independent. 

An SOS send-instant failure occurs, if the send-instant of a message transmission 
(see Section  3.1 ) is SOS faulty.  A message that is SOS send-instant faulty may be 
accepted by some nodes and rejected by others. Again, SOS send-instant failures on 
the two channels are correlated. 

Masquerading Failures:  A masquerading failure occurs if an erroneous node 
assumes the identity of another node and causes harm to the system.  Systems that 
rely on names stored in a message to identify the transported  message and the in-
formation contained therein are vulnerable to masquerading failures. It opens the 
possibility that a single faulty node can masquerade other nodes, without the re-
ceivers having a chance to detect the fault. For example, if a bit in the name of a 
message to-be-sent that is stored in the sending node is incorrect, this message 
could, after arrival at its destination, overwrite correct messages at correct receiv-
ers. This problem is discussed at some length in the safety-critical SafeBus protocol 
[6] p.36: Any protocol that includes a destination memory address in a message is a 
space-partitioning problem.  

Massive Transient Disturbances: Another important fault class in a distributed 
embedded system, particularly in the automotive domain, is concerned with massive 
transient disturbances, e.g., those caused by electromagnetic emission (EMI). A 
massive transient disturbance can cause the temporary loss of communication 
among otherwise correct nodes that reside in different FCRs or cause state-
corruptions within more than one node. Based on available failure data [2] it is 
reasonable to assume that the multiple correlated faults produced by a massive tran-
sient disturbance are transient, i.e. that the hardware is not faulted by the massive 
transient disturbance. In such a situation the architecture can  provide the service of 
prompt error detection in order that the nodes may take some local corrective action 
until the transient disturbance has disappeared and the communication service and 
the consistency of the nodes is reestablished by a fast restart. For example, [7] re-
port that in an automotive environment a temporary loss of communication of up to 
50 msec can be tolerated by freezing the actuators in the positions that were taken 
before the onset of the transient disturbance. The probability of occurrence of  tran-
sient disturbances must be reduced by proper quality engineering, e.g., by  shielding 
the cables or installing fiber optics instead of copper. In a safety-critical distributed 
system massive transient disturbances must be rare events. From the point of view 
of the communication system, fast detection of a transient disturbance and fast re-
covery after the transient has disappeared are important. 

2.3   Frequency of Faults 

The assumptions about the frequency of fault occurrence are depicted in Table 1. 
We distinguish between transient failures and permanent failures as well as between  
fail-silent failures and Byzantine failures. 
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Table 1. Assumed failure rates 

Type of Failure Failure Rate  Source 

permanent fail silent <  100 FIT 
(MTTF  > 1 000 000 hours) 

Field data from the auto-
motive industry[2] 

transient fail silent < 100 000 FIT 
(MTTF > 1000 hours) 

SEUs caused by 
neutrons[8] 

permanent  Byzantine <  2 FIT 
(MTTF  50 000 000 hours) 

Fault injection 
 experiments[4] 

transient Byzantine <  2 000 FIT 
(MTTF  > 50 000 hours) 

Fault injection 
 experiments[4] 

Whereas the data in line one--permanent failures--is derived from extensive field 
data, the assumptions of line two, three  and four are not as well supported by 
experimental data and field evidence. In particular it is very difficult to find a good 
estimate for the transient failure rates,  because these failure are very dependent  upon 
the environmental conditions (e.g., geometry of the setup determines the susceptibility 
with respect to EMI,  geographical position and altitude determines the rate of SEUs  
etc..) of the unit under observation. The failure rates of Table 1 are our best estimates 
and  are used in our reliability models to calculate the service availability of the TTA. 

3   Structure of the TTA 

The time-triggered architecture (TTA) is a distributed architecture for the implemen-
tation of hard real-time applications. It consists of a set of nodes interconnected by a 
TDMA (time-division multiple access) based real-time communication system. The 
TTA provides the following services to the application at the architecture level 

(i) a consistent distributed computing platform with prompt error detection if con-
sistency is lost by a failure that can be detected at the architecture level. 

(ii) a fault-tolerant  global sparse time base of known precision at all nodes 
(iii) mechanisms for the precise operational specification of the interfaces among the 

nodes in the domains of time and value. These interfaces are called “temporal 
firewalls”. 

(iv) error containment such that arbitrary node failures can be tolerated 
(v) mechanisms that support the transparent implementation of fault-tolerance. 

In the following section we will discuss two essential characteristics of the TTA, the 
TTA view of time and state.  

3.1   Global Sparse Time 

For most applications, a model of time based on Newtonian physics is adequate. In 
this model, real time progresses along a dense timeline, consisting of an infinite set of 
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instants, from the past to the future. A duration (or interval) is a section of the 
timeline, delimited by two instants. A happening that occurs at an instant (i.e., a cut 
of the timeline) is called an event.  An observation of the state of the world at an 
instant is thus an event. The time-stamp of an event is established by assigning the 
state of the local clock of the observer to the event immediately after the event oc-
currence.  Due to the impossibility of synchronizing clocks perfectly and the dense-
ness property of real time, there is always the possibility of the following sequence 
of events occurring: clock in component j ticks, event e occurs, clock in component 
k ticks. In such a situation, the single event e is time-stamped by the two clocks j 
and k with a difference of one tick. The finite precision of the global time-base and 
the digitalization of the time make it impossible in a distributed system to order 
events consistently on the basis of their global time-stamps based on a dense time. 
This problem is solved by the introduction of a sparse time base in the TTA.  In the 
sparse-time model the continuum of time is partitioned into an infinite sequence of 
alternating durations of activity and silence as shown in Figure 2. The activity inter-
vals form a synchronized system-wide action lattice. From the point of view of 
temporal ordering, all events that occur within a duration of activity of the action 
lattice are considered to happen at the same time. Events that happen in the distrib-
uted system at different components at the same global clock-tick are thus consid-
ered simultaneous.  Events that happen during different durations of activity (at 
different points of the action lattice) and are separated by the required interval of 
silence (the duration of this silence interval depends among others, on the precision 
of the clock synchronization [9]) can be temporally ordered on the basis of their 
global timestamps.  The architecture must make sure that significant events, such as 
the sending of a message, or the observation of the environment, occur only during 
an interval of activity of the action lattice. The time-stamps of events that are based 
on a sparse time base can be mapped on the set of positive integers.  It is then pos-
sible to establish the temporal order of events by integer arithmetic. 

   a        s        a         s        a         Rea l Time

a   dur at ion  of  ac tivit y
s   du ra tion o f si lence  

Fig. 2. Sparse time base 

The timestamps of events that are outside the control of the distributed computer 
system (and therefore happen on a dense timeline) must be assigned to an agreed 
lattice point of the action lattice by an agreement protocol.  Agreement protocols 
are also needed to come to a system-wide consistent view of analogue values that 
are digitized by more than one analogue-to-digital converter. 
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3.2   Distributed State 

In abstract system theory, the notion of state is introduced in order to separate the 
past from the future [10] p.45: 

“The state enables the determination of a future output solely on the basis of the 
future input and the state the system is in.  In other word, the state enables a “decoup-
ling”  of  the past from the present and future. The state embodies all past history of a 
system. Knowing the state “supplants”  knowledge of the past. Apparently, for this 
role to be meaningful, the notion of past and future must be relevant for the system 
considered.” 

Taking this view it follows that the notions of state and time are inseparable.  If an 
event that updates the  state cannot be said to coincide with a well-defined tick of a 
global clock on a sparse time-base, then the notion of a system-wide state becomes 
diffuse. It is not known whether the state of the system at a given clock tick includes 
this event or not.  The sparse time-base of the TTA, explained above, makes it possi-
ble to define a system-wide notion of time, which is a prerequisite for an indisputable 
borderline  between the past and the future, and thus the definition of a system-wide 
distributed state. The “interval of silence” on the sparse time base forms a system 
wide consistent dividing line between the past and the future and the interval when 
the state of the distributed system is defined. Such a consistent view of time and state 
is very important if fault tolerance is implemented by replication, where faults are 
masked by voting on replicated copies of the state. If there is no global sparse time-
base available, one often recourses to a model of an abstract time that is based on the 
order of messages sent and received  across the interfaces of a node.  If the relation-
ship between the physical time and the abstract time remains unspecified, then this 
model is imprecise whenever this relationship is relevant. For example, it may be 
difficult to determine in such a model the precise state of a system at an instant of 
physical time at which voting on replicated copies of the state must be performed. 

3.3   Simple TTA Nodes 

A simple node of the TTA is composed of three subsystems: a communication con-
troller to the time-triggered communication system that contains two independent 
multicast communication channels, a host computer to perform the application tasks, 
and a communication controller to access the process input/output  (Figure 3).  

At the architecture level there are two operationally fully specified (in time and 
value) interfaces between the three subsystems within a node, called communication 
network interfaces (CNIs). The CNIs form temporal firewalls that eliminate control 
error propagation by design [11].  The communication system transports state mes-
sages from the  CNI in the sending node to the CNIs in the other nodes within a clus-
ter of nodes via the replicated communication channels. Since state messages are not 
consumed on reading and a new version of a state message overwrites the  previous 
one, the CNI for a state message can be placed in a dual-ported memory. The data 
flow and control flow between a sending host computer in one node and a receiving 
host computer in another node is shown in Figure 4. The instants when messages are 
fetched from the sender’s CNI and are delivered at the receiver’s CNI are known a 
priori and are common knowledge to all communicating partners within the TTA.  
These instants establish the temporal specification of the CNIs. 
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Fig. 4. Data flow (full line) and control flow (dashed line) across a temporal firewall interface 

4   Multi-criticality Nodes 

The Time-Triggered Architecture is an integrated architecture that provides the 
framework for the implementation of large embedded systems consisting of diverse 
distributed subsystems of differing criticality. We have coined the term Distributed 
Application Subsystem (DAS) for such a nearly independent subsystem of a large 
embedded system[12]. Consider,  for example,  an automotive control system:  there 
are the power-train control system,  the airbag system,  the multimedia system of the 
car,  etc.,  all nearly independent subsystems that interact with each other via a con-
trolled information flow. 

We assume that each DAS can be modeled by a set of micro-components (i.e. a 
hardware/software unit including operating system, middleware, and the application 
software) that communicate by the exchange of state and event messages across a 
virtual communication channel of known temporal properties.  It must be assured by 
the TTA that there are no unintended side effects--neither in the domain of time, nor 
in the domain of values-- between  different DASs. In order to meet this requirement  
we propose a new hardware/software structure for  nodes  that are implemented on a 
single giga-scale TTA SoC (system-on-a-chip). 

Figure 5 gives  an overview  of e proposed structure of a TTA SoC. At a high-level 
of presentation,  the SoC can be viewed as containing a set of  micro-components that 
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are interlinked by a time-triggered conflict-free network-on-a-chip (NoC).  In order to 
arrive at a splittable design,  we require that the micro-components operate nearly 
autonomously and interact with each other only via well-defined message interfaces. 
 

 

Fig. 5.  Overview of the SoC 

Fig. 6. Differing implementation technologies of a micro-component 
(a) programmable computer, (b) FPGA, (c) dedicated hardware unit 

The NoC must provide to each DAS a deterministic communication channel  with a 
known bandwidth.   A micro-component can be implemented as a programmable com-
puter with its own hardware,  operating system and application software (Figure 6 a),  as 
a FPGA module that implements the intended functionality in programmable hardware 
(Figure 6 b)  or a dedicated  custom made hardware unit (Figure 6 c).  However, all the 
micro-components of Figure 6 must contain to same interface structure towards the NoC 
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to be TTA conformant.  In this new structure the need for a node global operating sys-
tem that encapsulates the subsystems of each DAS disappears.  

The SoC can be characterized by the following properties[13]: 

(i)  Strict separation of computation and communication: We follow a computa-
tional model that partitions the behavior  of distributed applications into phases of 
computation and communication.  Computation is performed within the micro-
components and communication among the micro-components is realized by a deter-
ministic time-triggered on-chip network.  The computation phase  encompasses the 
acquisition of information,  the processing of information,  depositing and retrieving 
the information in long-time storage,   and outputting the information to  the environ-
ment  of the SoC.  The communication phase covers the transmission and reception of 
messages among the micro-components that populate the SoC. 

(ii)  Abstraction from the internal structure and behavior of a micro-component:    
We introduce the concept of a well-specified linking interface (LIF) [14] that de-
scribes the behavior  (both in the value domain and the temporal domain)  of a micro-
component that is relevant  for the user  and makes no assumption about the imple-
mentation technology (hardware/software)  of a micro-component, provided the tem-
poral constraints are met. We standardize the LIF, not the micro-component behind 
the interface.  A micro-component can be stand-alone computer,  an FPGA block or a 
custom hardware  unit that operates at its own adjustable frequency that can be differ-
ent from the frequency of the other micro-components (Fig. 6).  From the point-of-
view of the user of a micro-component it is sufficient to understand the LIF specifica-
tion including its interface model; knowledge about the internal structure or behavior 
of a micro-component is neither required nor recommended,  since the implementa-
tion technology which is hidden behind the stable LIF may change as a consequence 
of technological developments.  The precise and stable LIF specification supports the 
reuse of micro-components on different SoCs and within differing application  
domains. 

 (iii)  Introduction of a deterministic time-triggered on-chip network for the inter-
action among micro-components:  The on-chip network provides conflict-free com-
munication channels of a priori known temporal properties between the  LIFs of the 
micro-components.  The on-chip network supports two types of communication:  the 
periodic transmission of state messages and the guaranteed transmission of event 
messages. The conflict-free bandwidth allocation can be adapted dynamically to 
evolving demands of the particular application.  This re-allocation is performed by a 
dynamic trusted network authority (TNA) that is hosted in one of the micro-
components. 

(iv)  Continuous  monitoring and control of the power-consumption of the SoC  
and the timeliness of the micro-components by the TNA:   The trusted network author-
ity (TNA) monitors continuously the power of every micro-component and the global 
power-level of the SoC and integrates the dynamic bandwidth allocation, and the 
scheduling  with dynamic power management of every individual micro-component 
in order to save energy. In case a micro-component develops a permanent fault,  the 
TNA may be able initiate a dynamic reconfiguration and reallocate  the software of 
the faulty micro-component to a healthy unit. 

(v)  Openness to the Internet:  We assume that a generic embedded system archi-
tecture  must support a secure connection to the Internet.  The proposed platform 
architecture provides potentially two alternatives for an Internet connection: a wire-
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bound connection via TT-Ethernet gateway micro-component and a wire-less connec-
tion via an on-chip  sender/transmitter  micro-component supporting a standard wire-
less protocol.  In addition to being fully compatible to standard Ethernet, TT-Ethernet 
supports the deterministic transmission of time-triggered messages.  This determinism 
is needed if we intend to build fault-tolerant systems that mask complete chip failures 
by triple-modular redundancy (TMR). 

5   Fault Tolerance  

In a safety-critical application an SoC must be considered to form a single fault-
containment region  (FCR) that can fail in an arbitrary failure mode.  A restricted 
failure-mode model  requires two independent  FCRs (one FCR monitoring the be-
havior of the other FCR) which cannot be housed on the same die because of the 
many common mode elements of a single die, such as:  power supply, mask, produc-
tion process, physical space.  We therefore need a deterministic off-chip communica-
tion channel, such as TT Ethernet with a special guardian in the switch [15] to provide 
fault-isolation and error detection in the temporal domain  at the architecture level.  
Our platform SoC architecture, which is based on the TTA [1], performs error detec-
tion in the time-domain at the level of the SoC-external architecture and error detec-
tion in the value domain by triple-modular redundancy (TMR) .   

There is an additional benefit in such an architecture approach if the nodes are 
formed by giga-scale SoCs. It is expected that in technologies beyond 90nm feature 
size, single-event upsets (SEU) will severely impact field-level product reliability, not 
only for embedded memory, but for logic and latches as well [16, 17]. This effect  can 
be mitigated by providing a triple-modular redundant structure,  consisting of three 
SoCs, for masking transient, intermittent,  and permanent  SoC faults. 

 

Fig. 7.  TMR configuration in the TTA 

Figure 7 depicts a triple-modular redundant (TMR) configuration of four SoCs of 
the platform.  Each SoC supports a number of different DASes.  Let us assume that 
the services of two DASes,  the red  DAS (right) and the blue DAS (left), are safety-
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critical.  We will instantiate the  replicated micro-components of these safety-critical 
DASes on three SoCs (on SoC A, B, and C for the red DAS, and on SoC B, C, and D 
for the blue DAS) under the assumption that each SoC forms an independent fault-
containment region [18]. The communication between the SoCs is realized by two 
replicated external  deterministic communication channels via the TT service of TT 
Ethernet [15].  It is assumed that the internal state of each red DAS micro-component 
is periodically distributed  to the other two red DAS micro-components for the pur-
pose of outvoting a transient error in the internal state. The same must hold true for 
the blue DAS. The duration of the period of the internal state distribution determines 
the repair time after the occurrence of a  transient fault and is a critical parameter of 
any reliability model. Replicated sensors input the information from the environment 
to the respective micro-components.  The output is delivered to fault-tolerant voting 
actuators.  In the configuration,  the failure of any single device (input, output, SoC,  
and any one of the two communication subsystems)  is tolerated.  A prerequisite for 
such a fault tolerant structure to mask an error in any one fault-containment region is 
the availability of a global notion of time and the timely and deterministic behavior of 
the communication service  among the SoCs and within the SoCs and the processing 
within the micro-components.  

6   Conclusion 

The Time-Triggered Architecture provides a framework for the implementation of 
triple modular redundancy (TMR)  such that a continuous service can be provided to 
its users, even in the presence of arbitrary component failures.  In this paper we have 
elaborated on the fault hypothesis of the TTA,  described the structure of the TTA and 
speculated about the future implementation of the TTA on a single giga-scale  system 
on a chip (SoC).   
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Abstract. Industry acceptance of the Service AvailabilityTM(SA) Fo-
rum interface specifications is apparent with the increasing number of
commercial and open-source implementations based on the Hardware
Platform Interface Specification and Application Interface Specification.
To measure completeness and establish a standard, SA Forum is now
preparing the process to certify implementations of the B.01.01 specifi-
cations and beyond. SAF Test is an open source project where the tests
used for certification are created. This paper discusses the value of con-
formance testing and certification for service availability, especially with
regard to the Service Availability Interfaces. It also describes the chal-
lenges faced in starting and maintaining an industry-wide conformance
test project, and the value SAF Test brings to SA Forum implementa-
tions and customers.

1 Introduction

The Service AvailabilityTMForum1 recently released a new version (B.01.01) of
both the Hardware Platform Interface (HPI) Specification and Application In-
terface Specification (AIS). The new versions have been quickly adopted by open
source projects. OpenHPI2 released a new implementation at the end of 2004,
and OpenAIS3 will complete implementations of many of the AIS services in the
first half of 2005. A look at the SA Forum product registry shows that many com-
mercial implementations of prior specifications have already been completed. It
is anticipated that many of these will be updated and that new implementations
based on the latest version will be completed this year.

Accompanying the success of SA Forum in the industry is the responsibility
to certify each of the implementations and provide a measure of correctness to
customers. While each implementation may have its own validation tests, this
does not ensure that any two interpretations of the specification will be consis-
tent. SA Forum certification, in conjunction with SAF Test, offers a solution.
Beginning in the 2nd half of 2005, SA Forum will begin the formal process of
certifying HPI implementations based on the B.01.01 specification. AIS certifi-
cation is anticipated to begin in the first half of 2006. The tests that will be used
1 Service AvailabilityTMForum (http://www.saforum.org).
2 The OpenHPI Project (http://openhpi.sourceforge.net).
3 The OpenAIS project (http://developer.osdl.org/dev/openais).
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for certification are being created and maintained in SAF Test, an independent,
open source project. This project provides an open test repository containing all
SA Forum conformance tests for any vendor to use, inspect, and contribute to
while preparing their implementations for SA Forum certification.

Strict compliance to a specification does not guarantee a fool-proof solu-
tion; however it does have many advantages. This paper describes the ways that
conformance testing can help a project and where it falls short and also talks
about the benefits of certification. In addition, the SAF Test project will be
presented with its strengths and shortcomings as a viable solution to providing
conformance test suites for open specifications.

2 Conformance Testing

The objective of conformance testing is to establish whether an implementation
being tested conforms to the specification as defined in a standard[1]. Confor-
mance testing is generally much clearer than functional or behavioral testing
and only limited by the clarity of the specification, or lack thereof, in identifying
acceptable parameter values, call order, and return codes. Guidelines, such as
those found in the IEEE Standard for measuring conformance to the POSIX
standards[2], offer a clear format for conformance tests and identify levels of
testing, test assertion documentation, and output format.

2.1 What It Provides

Testing with a complete conformance test suite provides many benefits. First,
it is a good exam of the overall software and determines if there are any places
the implementation does not follow the standard. It will exercise all methods
with a thorough number of possible parameters, including multiple valid values,
boundary conditions, and multiple error conditions. Often tests written in-house
will do a good job at covering the most-used execution path or easily produced
errors but leave many of the less-often-used or less-understood methods under-
tested. Second, the rigor of compliance testing is a good stress test and identifies
implementations that can be relied upon. Since every method is exercised mul-
tiple times, some confidence can be obtained that it won’t crash given valid and
invalid parameters. Finally, one of the primary reasons for basing an implemen-
tation upon a standard is to ensure modularity. Passing conformance testing
provides a measure of confidence that the implementation can be used in modu-
lar service availability environments. While this last point is not guaranteed, it
is unlikely to be satisfied without at least passing conformance tests.

2.2 What It Does Not Provide

Conformance testing alone is not sufficient for commercial-quality solutions. It
does not provide any performance measurements. Unless calling a method hangs
indefinitely it may still pass conformance testing and be slow or even unusable. It
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also doesn’t test for side effects unrelated to the task at hand, such as deleting the
wrong file or consuming too many resources and interfering with other processes.
It does nothing for interoperability testing unless specifically called out in the
specification. For example, SA Forum HPI implementations may leverage IPMI
to gather information from the hardware. During conformance testing the HPI
implementation may substitute calls to IPMI with calls to an IPMI stub or
dummy plugin. Though the HPI implementation will pass conformance testing
there is no guarantee that it will work when using IPMI. Finally, conformance
testing does not cover the issues of hardware compatibility which is especially
important for hardware specifications such as the HPI specification.

Table 1. Summary of Conformance Testing Benefits

What it can do What it can NOT do
Shows if the implementation follows the specifica-
tion

No performance measurements

Provides a good stress of the implementation No test for undesired side effects
Exercises all the methods with a reasonably thor-
ough combination of parameters

No interoperability check

Demonstrates a level of stability No hardware compatibility check
Provides a strong assurance of modularity

Given the unambiguous nature of conformance testing, the results are usually
concrete. This concrete result is what certification relies on and certification is
discrete: either the implementation is certified, or it is not.

3 Certification

The quality of certification relies on the accuracy and thoroughness of the con-
formance tests, which as previously mentioned, relies on the clarity of the spec-
ification. In the case of Service Availability Interfaces, the clarity and quality
has improved through multiple revisions and contributions of leading industry
players. This enables a solid suite of tests to be written that will give credi-
bility and meaning to the SA Forum certification. However, wide-spread use of
implementations based on these specifications will be the real qualifier.

3.1 Why Get Certified?

”My implementation has been working in-house and at our beta customers’ sites
for over a month. Why do I need to get certified?”

Given the variety of implementations, it is important to have a formal pro-
cess which can verify that a given solution fully conforms to the specification.
Though well-intentioned developers may do their best to fully comply with the
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specification, and well-intentioned test writers may do their best to fully test
the implementation, errors will still exist due to differing specification interpre-
tations, software bugs, or incomplete testing. Certification is usually a much
more thorough examination of the implementation, especially with regard to the
less-often-used methods or more obscure parameter value possibilities.

By completing the certification, implementers benefit in multiple ways. First,
they have one good measure of the completeness of their code. Second, they
can claim their solution is certified by SA Forum to customers and competi-
tors. Finally, they benefit from the increased value of the specification. With-
out certification it is impossible to ensure conformance and without confor-
mance the specification becomes a suggestion instead of a standard. Basing
an implementation on a standard interface increases the likelihood that it will
get used.

4 SAF Test

The SAF Test open source project was first introduced in September, 2004 with
a mission to become the central repository of conformance test suites for SA
Forum published specifications including HPI and AIS. Given that published
SA Forum specifications are open, it made sense for the conformance tests to
be open too. Another influence in starting the project was the successful track
record of the Open POSIX Test Suite which contains conformance tests for
the IEEE Std 1003.1-2001 System Interfaces specification and has been running
since 2002.

SAF Test is setup on sourceforge where the mailing lists, CVS-based source
repository, and web site are maintained (http://saftest.sourceforge.net).

4.1 Project Challenges

Setting up the SAF Test project went fairly smoothly as it had the support of
key SA Forum member companies. Here are some of the challenges we faced,
and resolutions if they’ve been resolved.

– Licensing: One of the first big challenges was deciding what open source
license to use. Some companies desired a BSD license so that proprietary
additions (such as functional tests) could be distributed with the SAF Test
suite to customers without having to give those changes back to SAF Test
or the general public. Other companies felt that conformance tests, and all
changes and enhancements, should be open for everyone to use. Allowing
companies to take the conformance tests and modify them for their own
needs would potentially create multiple versions of the tests and reduce the
value of a single open repository. In the end, the GPL license was selected.
We are hopeful that this decision will not prevent some partners from using
the tests.
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– Test Collection: When we began, many implementations of the HPI and
AIS specifications already existed, both proprietary and open source. The
first objective of the group was to collect all the valuable test cases and where
possible have the owning companies release them and port them to the new
framework. There were hundreds of tests at various stages of completeness.
Although this work was somewhat tedious, in the end the ability to import
these tests gave the project a good start and also helped involve others
more quickly.

– Licensing Tests to Import: Including tests from other projects always
involves checking for license compatibility. In a couple of cases we had to
wait for legal departments to approve the release of their companies’ tests.
For example, OpenHPI had already completed the first implementation of
the SA Forum HPI A.01.01 specification when SAF Test was started. There
were hundreds of excellent conformance tests that were part of the project
that SAF Test wanted but needed re-licensing. Eventually the tests were
opened for GPL license and imported.

– Open contributions: Open source often means open for criticism. While we
have not had great challenges in this regard, it is more difficult to manage
change in the open source than in an in-house project. Final say usually
takes community agreement. However, this is also the advantage of having
solutions open.

– Limited contributions: Community involvement in the development work
is isolated to a small number of people from a couple of companies. While
this is understandable, it is still challenging to get the work done with just
a few resources.

4.2 Benefits of SAF Test

The value of SAF Test has been seen in many areas and offers benefits to both
SA Forum as well as specification implementers:

– A single test repository: All conformance tests for SA Forum specification
are organized, always available, and in a well-known location. This, in turn,
has benefits, namely:

– Eliminates duplicate test creation: Each company that decides to
implement one of the Service Availability Interfaces knows that they
already have a complete conformance test suite at their disposal. This
reduces duplication of work and saves them money.

– Consistency across the industry: Every company has the same op-
portunity to test their implementations against the standard.

– Test creation is independent of any particular implementation:
With an open door for solutions, suggestions, and contributions, the tests
are not just tailored for a particular solution. In addition, the beneficiaries
are not just the open source implementations. Whether or not companies
are contributing resources, they are still able to utilize the tests.
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– Tests and framework can be reviewed and corrected by anyone:
In relation to being independent, the framework can be seen by anyone and
updated publicly.

– Tests and framework become hardened: With multiple vendors using
the tests and verifying their solutions, the tests become hardened before they
are used in the certification process.

– Certification is more transparent: Implementations can be pre-verified
by creators, saving time and money. There should be no big surprises when
it comes time for official certification.

– SA Forum saves money while maintaining control over the out-
come: Since contributions come freely from participating companies, SA
Forum does not need to invest as much in the development of the tests. At
the same time, SA Forum working groups can monitor the progress and can
insert ideas and make clarifications as the work progresses. Finally, the tests
will be reviewed by SA Forum before certification begins.

– Communication: SAF Test developers, the SA Forum working group
members, and the community have a forum to discuss issues relating to
the specification and conformance. There have already been many questions
posed regarding what a particular portion of the specification means or why
a test returns the values it does. If necessary, SA Forum members can take
specification bugs back to the working group for changes.

4.3 Test Framework

The test framework contains many of the conformance test standards specified
in the IEEE Standard for measure conformance to the POSIX standards. As it is
possible to get a more up-to-date description of the current framework by read-
ing the online documentation on the SAF Test web site, only a brief overview
will be provided here.

The test suite can be downloaded from the SAF Test web site. It contains
a simple directory structure that contains the tests and execution scripts. The
layout is shown in Figure 1.

Running make will build all tests in the current directory and sub-directories.
The script run tests.sh executes all tests in the current directory and sub-direct-
ories. The output is a file called result.txt that contains the number of tests that
passed, failed, blocked, or were not supported.

In the interface folders (see saCkptInitialize in Figure 1), tests are identified
by 1.c, 2.c, .... The file assertion.xml describes each of the tests and their expected
return code. This information is also contained within the test file header. The
file coverage.txt identifies which tests are still needed for complete conformance
coverage.

Conformance. All tests in the SAF Test suite are simple conformance tests. As
described above, conformance tests verify that every method in the
specification is implemented, can be called successfully, and returns the cor-
rect value given correct and incorrect parameters. Each specification directory
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Fig. 1. Layout of SAF Test directories

(see AIS-ckpt-B.01.01 in Figure 1) will contain a description of all test cases,
along with tests that validate output of each method given all possible (within
reason) combinations of input and output. The test suite will provide line-by-line
coverage of the SA Forum B.01.01 specifications and any future specifications
used for certification. This coverage will follow the guidelines for Thorough
Testing as stated in section 7.2.2 of the IEEE Standard for measuring confor-
mance to the POSIX standards:

Thorough testing is a useful alternative to exhaustive testing. Thorough
testing seeks to verify the behavior of every aspect of an element but does
not include all permutations. For example, to perform thorough testing
of a given command, the command shall be tested with no options and
then with each option individually. Possible combinations of options also
may be tested. [2]

Each API will be exercised multiple times given parameters that cover
normal and error conditions, including boundary conditions if it applies. In
addition, methods that accept multiple parameters will be exercised with a
reasonable number of value combinations (correct and incorrect) to verify that
the predicted results are generated. If the order in which API’s are called causes
different results, an attempt will also be made to exercise these possibilities.
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Although this level of testing is not absolutely comprehensive, it can still
provide sufficient confidence that a given implementation is complete and
will work.

Licensing. As mentioned previously, all tests and documentation in SAF Test
are licensed as GPL, version 2. The GPL license was selected because of the
nature of the tests, with the basic position that conformance tests should be
open and that changes and enhancements to the test suite should be made
available to everyone.

4.4 Brief Project Status

The first goal of SAF Test was to complete all tests for the HPI and AIS A.01.01
specifications by the end of 2004. The project enjoyed a quick start by leverag-
ing tests that had already been developed for OpenHPI and LinuxHA. The tests
were organized into a single, well-structured framework. This framework and re-
lated documentation simplified test contribution and made it easy for developers
to see what areas were not yet complete. Scripts were created to automate the
building and execution of the tests.

In mid-January all HPI tests, and all AIS tests except AMF were completed
for A.01.01. These tests have been used by OpenHPI, OpenAIS, LinuxHA, and
others to validate their implementations as well as prove the test framework and
identify areas for enhancement.

Note: SA Forum will not be using the A.01.01 tests or certifying A.01.01 im-
plementations. However, completion of the A.01.01 tests satisfied the intended
goal of solidifying the test framework and motivating implementers to contribute
to the project and participate on the mailing lists.

SAF Test will provide the tests for SA Forum certification which begins with
the B.01.01 specification. Beginning again with an excellent base of tests from
the OpenHPI project (∼500 tests), the test suite for HPI should be completed
by the end of Q2, 2005 (>700 individual tests). SA Forum is planning to be-
gin certification for HPI implementations in early Q3, 2005. AIS test creation is
also ongoing, and tests for individual services will be made available as they are
completed. All AIS tests (>1500 individual tests) should be completed before
the end of 2005.

SAF Test will continue to provide tests for future SA Forum specifications
and versions. In addition, more in-depth, or functional testing may be added to
enhance the conformance tests, as requested by SA Forum.

4.5 SAF Test Schedule

The schedule for SAF Test is influenced by the number of resources contributed
by participating companies. The primary milestones are listed in Table 2. For
more details, please visit the project website.



The Value of Conformance Testing and a Look at the SAF Test Project 23

Table 2. SAF Test Schedule

Date Task Status
Jan. 15, 2005 AIS-A.01.01 and HPI-A.01.01 Complete

Definition: Release AIS A.01.01 services ex-
cept AMF. Release HPI A.01.01 tests.

Complete

Feb. 11, 2005 AIS-B.01.01 Membership
HPI B.01.01 test coverage documented

Definition: Release AIS B.01.01 membership
service line-by-line tests. Document how to get
line-by-line coverage of AIS and HPI B.01.01
specifications. Import OpenHPI B-spec tests into
SAF Test framework.

Complete

Apr. 06, 2005 AIS-B.01.01 Checkpoint Service
HPI-B.01.01 General and Domain Sections

Definition: Release AIS B.01.01 checkpoint-
ing service tests. Release HPI B.01.01 line-by-line
tests for the general and domain sections.

Complete

May 15, 2005 HPI-B.01.01 Sensor, Control, Inventory,
Hotswap

Definition: Release major portions of the HPI
B.01.01 resource section including sensor, con-
trol, inventory and hotswap tests.

Complete

May 20, 2005 AIS-B.01.01 Event Service
Definition: Release AIS B.01.01 event service

line-by-line tests.

Complete

May, 2005 SA Forum Working groups begin review of
HPI-B.01.01 tests

Not started

June 15, 2005 HPI-B.01.01 Complete
Definition: Complete line-by-line coverage for

complete HPI B.01.01 specification. Tests are
ready to hand over for SA Forum certification.

In progress

July 2005 SA Forum Working groups complete re-
view of HPI-B.01.01 tests

Not started

July 2005 SA Forum Certification begins for HPI
B.01.01

Preparation started

December 2005 AIS B.01.01 Complete
Definition: Complete line-by-line coverage for

complete AIS B.01.01 specification.

Not started

5 Summary

Conformance testing hardens an implementation of a standard and provides a
good measure of confidence about the implementation’s ability to be used in a
modular, service availability environment. Additionally, the tests provide a de-
gree of stress testing and thorough coverage of the code. Once an implementation
is able to successfully complete a full conformance test pass, it is advantageous to
the implementer and the customer for the implementation to become certified.
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In the case of SA Forum certification, the conformance test suite that will
be used will be the one developed in the SAF Test open source project. This
open development has numerous benefits and very few disadvantages. If anyone
is preparing a solution that implements one of the Service Availability Interfaces,
they should become familiar with the SAF Test project and take advantage of
the excellent source of conformance tests. SA Forum certification is just around
the corner. Climb aboard!
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Abstract.  Most of the highly available applications are built on top of 
expensive cluster software with proprietary application interface and have 
problems with maintenance and enhancements. The SA Forum has standardized 
application interface for building highly available applications. This paper 
discusses our experience with early adoption of SA Forum specification both 
for implementation of a cluster as well as developing a real-world telecom 
application. This paper outlines steps to develop highly available application on 
a SA Forum based cluster using an element of 3G networks, GGSN, as a case 
study. Various design considerations such as building standby; synchronizing 
between active and standby; and handling switchover are discussed in detail. In 
addition, we have included the lessons that we learnt during development, 
integration, and testing to help prospective developers of complex real-time 
telecom applications. 

1   Introduction 

The SA Forum has defined Application Interface Specification (AIS) for  
developing highly available applications particularly for the telecom domain  
where the downtime requirements are less than six minutes in a year [8].  
This paper discusses experience of developing a Highly Available (HA)  
middleware and a telecom application based on SA Forum’s specifications. The 
cluster is implemented on a multi-blade multi-chassis system to provide third 
generation (3G) network functionality. The system is part of the network architecture 
as proposed in Third Generation Partnership Project’s (3GPP) release 5 specifications 
and functions as a Gateway GPRS Support Node (GGSN). 

This paper begins with an overview of the target platform and its software 
architecture. The overview is then followed by introduction of HA middleware  
that implements the SA Forum cluster. Subsequently, the paper focuses on  
the application. A brief introduction covers the 3G domain and application’s 
functions. The remaining paper covers various high availability aspects of the GGSN 
application. 
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2   Overview of Cluster Platform 

The cluster platform consists of two chassis containing several computing blades, as 
illustrated in Fig.1. Logical overview of cluster hardware. Each blade in both chassis 
is a fully functional unit in terms of hardware and operating system, i.e., each blade 
has processor(s), memory, and an instance of an operating system. The blades are 
further connected with each other using switched redundant Ethernet for inter-blade 
communication. Based on the provided system functionality, the chassis are referred 
to as Server and Router chassis. The server chassis provides value added services or 
control plane functionality. The router chassis provides routing and forwarding 
functionality, also known as user plane functionality. The line card interfaces that 
connect to other equipments in the 3G networks are located on router blades.  
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Fig. 1.  Logical overview of cluster hardware 

The GGSN application described in this paper runs on server blades and uses 
router blades for external connectivity and setting up user specific forwarding table. 

2.1   Software Architecture 

The telecom operators demand network equipment to be scalable -- in short term and 
long term -- as well as highly available. In hardware, this translates to designing 
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extendable system beyond one chassis, and on chassis-level, support for hot-
swappable blades. In software, this translates to scalable distributed systems that are 
generically referred to as clusters in computing parlance.  

Nokia has built an Intelligent Network Operating System (INOS) to address 
distributed carrier-grade requirements for networking equipments. The software 
architecture, as depicted in Figure 2 Software architecture, is layered to provide 
flexibility. Each component in the architecture provides services based on well-known 
interfaces. Thus, any component could be independently replaced by competing 
components that provide similar interface with controlled impact on overall system. 
The INOS uses a carrier-grade base operating system for basic services such as 
scheduling, process management, memory management, I/O, and network services. 
The shelf management component abstracts hardware management aspect of chassis. 

The system management module, distributed across various blades (and chassis), 
provides unified single system view. The clustering middleware provides 
infrastructure for service availability via SA Forum defined AIS interfaces. Finally, 
the applications are built on top of INOS with standard service interface such as 
POSIX and AIS. 

The communication among various nodes of the cluster is based on fast message 
queue based Inter Process Communication (IPC).  

AIS, HPI & POSIX

Hardware

Carrier-Grade Operating System

SA Forum Clustering
Middleware

HPI & POSIX

Application

Embedded DB
Shelf

management

System
Management

INOS
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Fig. 2.  Software architecture 

The rest of this paper is focused on application and service availability 
middleware.  

2.2   Service Availability Middleware 

The service availability framework of the INOS is based on the SA Forum’s AIS A 
1.0 specification [9], although our initial implementation started with draft version 
(0.8), to achieve fast adoption and possibility to provide real-life feedback to the SA 
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Forum. We selectively adopted few areas of specification due to product release 
deadlines and to prevent conflict with our existing stable services. We started with 
Application Management Framework (AMF) and peer-to-peer check pointing APIs – 
which were withdrawn from the SA Forum’s specification with an understanding to 
replace it with more generic messaging API in future (1.0 release); however, it was 
sufficient to address most of our application’s need. The AMF is implemented as 
distributed framework: An AMF process runs on every node and communication 
among AMF processes is done using IPC. We also decided to continue using our 
existing message based IPC, name lookup service, and startup procedure, as these 
were being drafted and reviewed in the forum. 

In addition, although designed to be compliant with SA Forum’s specification, our 
implementation is done in phases to support the redundancy model as per product 
requirement of 2N redundancy – where each active component is protected by a 
similar standby component.  

To realize SA Forum’s entities, a mapping is done from existing INOS entities to 
SA Forum’s entities as depicted in Table 1: Mapping of INOS concepts and SA 
Forum. These are presented here to draw comparison and to provide an example of 
implementation. As per SA Forum specification, a cluster is collection of cluster 
nodes. In our system, a cluster node as well as physical node maps to the server blade 
shown in Figure 1 Logical Overview of Cluster Hardware. Logically, a node 
represents physical blade along with an instance of operating system, INOS. A node is 
assigned a role of active or standby during system initialization through hardware and 
software arbitration. This role is subsequently used for assigning component service 
instance and HA state to components of a node. The mapping of SA Forum logical 
entities such as service units, service instance, component, component service 
instances, and service groups are also simplified for quick adoption. The components 
are mapped to applications such as GGSN application. A component service instance 
is assigned to an application process on a node. A service unit comprises of only one 
component; service instance and component service instance are assigned to a service 
unit along with HA state based on role of the corresponding node. The application on 
a node uses the HA state for differentiating the processing. The service group and 
protection group are formed between service units and components. The 
corresponding system model is shown in Figure 3 SA Forum System Model entities. 

In Figure 3 SA Forum System Model entities, the GGSN application is shown as 
SA Forum component C1 and C2 on Node 1 and Node 2 respectively. The service 
units S1 and S2 have only one component C1 and C2 respectively, and form a service 
group SG1. A service instance A is assigned to service unit S1 and S2 by assigning 
active HA state to C1 and standby HA state to C2. A protection group, PG A1, is 
formed is formed between C1 and C2.  

When a node with active role fails, the readiness state of its service units is 
transitioned to out-of-service. This also results in transitioning of associated 
components’ readiness state to out-of-service. The node with standby role then 
transitions to active triggering transition of its component’s HA states to active. After 
the fail-over the component assumes role of failed component and processes 
subsequent requests. This is further described in next few sections. 
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Table 1. Mapping of INOS concepts and SA Forum concepts 

INOS concepts SA Forum concepts 
 

Router and server chassis with multiple blades  
 

Cluster 

INOS Node: A computing process complex in a blade 
with a CPU, memory and I/O along with instance of 
operating system 

Node 

Application such as GGSN application Component 
An instance of application on a node such as GGSN 
process 

Component Service 
Instance assignment 

GGSN application along with management interface Service Unit 
GGSN application on a node handling predefined 
Service workload 

Service Instance 
assignment 

Association of GGSN process with active and standby 
role 

Service Group 

Association of GGSN process with active and standby 
role for a workload  

Protection Group 

Our middleware was required to support two additional features: hot standby and 
non-revertive switchovers. To support hot standby, all components with standby HA 
state are always kept in sync with components with active HA state. The primary goal 
of this scheme is to minimize the affect of switchovers on the user services. Non-
revertive switchover refers to the ability of system to prevent unnecessary switchover 
when the failed active component becomes ready again.  
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Fig. 3.  SA Forum system model entities 
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as IP backbone network. GGSN is also responsible for assigning an IP address for the 
UE that is known to data network. Consequently, it must maintain a routing table for 
all UEs and route data to the SGSN associated with the UE. The interface between 
GGSN and data network is referred to as Gi interface and uses Internet Protocol (IP).  

The following GGSN functions are supported in our system:  

 Session Management: PDP context creation, context modification, and 
context deletion.  

 WLAN connection management  
 User profile management  
 Service configuration  
 IP address allocation  
 Subscriber authentication  
 Charging  
 Misc. functions like Operation and Maintenance (O&M) functionality, Fault 

management, and trace management.  

The details of these functionalities are covered in the 3GPP specifications [1], [2], [3], 
[4], [5], [6], and [7]. 

3.1   Application Design 

The GGSN functions are implemented as an application process with many 
subsystems. The application process is a Unix daemon that listens on multiple sockets 
for application events or messages. When an event is received, the registered event 
handler is invoked. The event handlers are implemented in subsystems and are 
registered with the main application during startup.  

The main subsystems of GGSN application are: session management, charging, 
statistics, QoS, and access point management. The session management subsystem is 
responsible for handling GTP message processing for tunnel management such as 
PDP context creation, deletion, and modification; managing path connectivity with 
associated SGSN -- sending periodic keep-alive requests, echo requests, towards 
connected SGSN and responding to keep-alive requests from SGSN (referred to as 
path management in 3GPP TS29.060 [2]); handling error conditions such as 
undeliverable user data packets, G-PDU; and handling overload conditions. The 
charging subsystem implements charging functionality, as defined in 3GPP TS32.215 
[7], and processes the GTP’ messages. The statistics subsystem is responsible for 
collecting and maintaining counters. The QoS subsystem is responsible classifying 
services and mapping services to IP’s differentiated service based on traffic classes. 
The access point management subsystem manages access points – access points 
identify external network and optionally service to be offered; handles address 
allocation; and implements authentication. 

4   GGSN Application HA 

This section explores procedure for making GGSN application highly available. The 
steps described in this paper may be applicable to other application designed for 
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protocol processing. However, the implementation choices and redundancy models 
often depends on the product requirements.  
The service availability product requirements for GGSN applications are:  

 The product must support five nines (99.999%) service availability, i.e., 
planned as well as unplanned downtime should not exceed more than 5.24 
minutes in a year.  

 The product should not have any single point of failure. All the components 
must be protected by similar components.  

 Upon failure detection, the switchover time for the user services should not 
be more than 50 milliseconds (ms).  

 The remote nodes should not notice failure of the GGSN application during 
switchover. 

 All the important statistics and counters such as remaining prepaid time 
should not be impacted. 

 The management connectivity such as management telnet session may not be 
highly available.  

 Synchronization with standby must have minimum impact on service 
processing on active.  

These requirements map to 2N redundancy model where every service unit is 
protected by another service unit of same type. We have further extended the 
protection at node level where every node is protected by similar node by assigning 
roles based on node’s role. This also means that all important states of active and 
standby are synchronized; and the standby is always ready to assume role of active. 
The component capability model chosen for GGSN application is 
1_active_or_1_standby.  
The task of making GGSN application highly available starts with identifying the 
following aspects of application:  

 Application startup and role determination.  
 Association between active and standby components.  
 Handling switchovers  
 Reporting errors  
 Determining synchronization mechanism for building standby including 

initial warming and updating for dynamic changes.  

Application Management Framework (AMF) handles all above aspects but for 
synchronization automatically. Determining synchronization mechanism requires 
detailed analysis of application behavior. To help application designers, INOS 
middleware provides guidelines and classifies schemes under the following 
categories:  

 Static scheme: This mechanism is useful for applications that don’t change 
behavior after initial configuration. The initial configuration of these 
applications is done either using run time parameter or a configuration file. 
This scheme can be easily realized by communicating the configuration 
information.  
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 Provisioning based configuration scheme: This mechanism is useful when 
operator needs flexibility of changing application states using command line 
or similar interface. The state or configuration change is reflected on the 
standby upon completion of the command. Whether the standby immediately 
updates its states or waits for the role transition is application specific.  

 Network or dynamic scheme: This mechanism is applicable in scenarios 
when the application is processing network based requests for establishing 
sessions or populating tables required for forwarding, routing, etc. It enables 
the state-full replication between active and standby component service 
instances. In this case, standby is updated after end of every transaction.  

In GGSN application, all the above scenarios are used. The initial configuration is 
synchronized; the operator initiated command line changes are dynamically updated 
to standby; and GTP processing to create, destroy and modify tunnels is replicated 
using dynamic scheme. The synchronization mechanisms are illustrated in Figure 5 
Synchronization architecture with sequence numbers. The sequence numbers are 
shown for processing of a typical provisioning command. When a configuration 
change request is received from the operator, the changes are first made to the 
database that stores the configuration (step 1 through 3) after validating the request. 
The database replicates the data on the standby node using peer-to-peer check 
pointing service (step 4 and 5). The application then changes the dynamic state (step 
6). At this point, the application must reflect the same changes to the standby 
component. Again it uses the peer-to-peer check pointing (step 7 through 11) to 
synchronize application states. The AMF in the figure is responsible for initial 
synchronization and communicating availability state changes. For processing 
network requests such as GTP messages, steps 1 through 5 is skipped. 

Observe that database as well as application uses peer-to-peer checkpoint service. 
The database uses peer-to-peer checkpoint service for replicating persistent 
information or configuration data, while the application uses it for runtime state 
synchronization.  

4.1   Interaction Between Application and AIS Components 

This section describes the interaction between INOS’s HA middleware and GGSN 
application. The timeline is captured in Figure 6 Interaction between GGSN and HA  
Middleware. The important steps are:  

1. The HA middleware determines the node role through hardware 
arbitration; this role is then assigned to all the components of that node.  

2. The GGSN application initializes AMF and peer-to-peer checkpoint areas 
along the callbacks.  

3. The GGSN application then registers itself with the middleware using the 
handle and the component name.  

4. The selection objects are then obtained from the middleware for each area.  
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Fig. 5.  Synchronization architecture 

5. The application requests for passive monitoring and health check start. The 
handling for failure is currently defined in startup configuration file.  

6. The HA middleware (AMF) then calls smAmfCSISetCB to transition the 
components HA state. In our implementation, this is assigned to role of the 
Node.  

7. The application then registers for tracking changes and responds the 
periodic health check callbacks. At this time, the application is ready to 
perform target service. Building of standby is considered to be passive or 
in background, and the remote node does not know anything about 
standby. The active component then waits for standby for synchronization 
steps. All the steps (1 through 7) occur on all the nodes.  

8. When standby component is ready to synchronize, it requests for bulk 
update, or warming request, to active component using 
saChkppWarmSyncStart. This message is sent to AMF on active that in 
turn invokes saChkppWarmSyncStartCB callback method.  

9. The active component then uses saChkppPush to send data to standby. In 
the last packet, the active sets no more data flag. When standby receives 
this, it calls saChkppWarmSyncEnd. At this time, AMF knows that both 
the components have synchronized state.  

10. After this step, the active updates standby whenever important state change 
occurs on active component.  

11. When AMF detects failure of active node, the AMF on standby notifies to all 
the components to transition from standby to active HA state. 
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Note that the standby initiates saChkppWarmSyncStart unlike the current 
checkpoint service where active initiates checkpoint creation. This design decision 
was made to reduce burden on active and the standby was responsible for initiating 
synchronization and declaring itself hot-standby. 

4.2   Design Description 

As mentioned in earlier section, the synchronization mechanism uses the peer-to-peer 
check pointing APIs that were retracted later. These APIs are very similar to the 
current messaging APIs. Since the check pointing APIs were being defined when our 
implementation had started, we decided to use peer-to-peer check pointing. Some of 
these issues discussed in this section are already addressed in the official check 
pointing APIs, the new applications are recommended to use check-pointing APIs for 
future usage. 

Handling of Timers. Most of the timers are started only on active to reduce the 
overhead and synchronize state change between active and standby. If the active and 
standby change states based on timers independently, then active and standby will 
soon have different states. However, some exceptions are made for timers that are 
required for ensuring correct behavior of application after switchover. The examples 
of these are session timers, DHCP lease timers of IP addresses, and transaction timers. 

4.3   Warm Update 

Warm update, also called bulk update, is initiated when standby component is ready 
to synchronize with active component. This transfer is done in background to 
minimize impact on service processing on active and requires sending the all the 
relevant states to the standby including: 

 Access Point Database containing all access points  
 IP Addresses  
 Session and lease timers of IP address  
 Configuration data  
 Charging related information such as last record sent out and pending 

records.  

The warm update is always done in a sequence to preserve dependencies across 
subsystems. Additionally during warm updates, the active component continues to 
process external events, and all such events are handled as transactions described in 
previous section. 

4.4   Switchover 

The HA middleware handles two types of switchover scenarios. The first scenario, 
graceful shutdown, is initiated upon receiving operator’s command. In this scenario, 
HA middleware sends a notification to all the components in a node. An attempt is 
made to flush the transient sessions. The GGSN application receives this notification 
and performs housekeeping function such as informing other components in the 
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cluster; it then completes the processing of all pending configuration transaction. 
Finally, the standby component is notified, and it validates, flushes incomplete 
transaction, and assumes active role.  
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Fig. 6.  Interaction between GGSN and HA Middleware 

The other type of switchover, forced switchover or sudden death, occurs when one 
or more components or when a node fails. The failure of active node is detected when 
standby receives an interrupt indicating failure of active or when it stops receiving 
heartbeat from active. In this scenario, the standby component is informed about the 
transition. The standby component does minimum validation before assuming active 
role.  

In both scenarios, external interface for management such as management telnet 
session, charging gateway connectivity is lost. The connection with management 
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nodes and charging gateway are re-established after the switchover. The data-path 
traffic, however, continued as the data plane is also synchronized separately with 
standby data-plane blade. This mechanism ensures the switchover time to be less than 
50 ms for data-plane. 

5   Lessons Learned 

Early adoption always has unforeseen challenges, and simplifying assumptions helps 
to meet the product milestone. Our decision for simple mapping of node, service unit, 
service instance, component etc helped us to shorten the development time and testing 
complexity. Furthermore, our decision to use AMF and peer-to-peer check pointing 
proved to be sufficient to implement all service availability feature requirements for 
the product. As in all practical projects, valuable lessons are learned during 
development, integration, and system testing. Here are some of these lessons that 
made us wiser:  

1. There is nothing like same-size-fits-all redundancy solution. Each 
application must be studied for external dependencies, the synchronization 
schemes, and switchover behavior. Use of schemes defined in section 4 were 
very helpful for new HA developers. 

2. Choose synchronization judiciously. While analyzing performance during 
product integration, we found that many synchronizations messages were 
unnecessary. Not all the internal states are required to be synchronized with 
standby. 

3. Aggregate small synchronization messages into large message whenever 
possible. 

4. Design for timers carefully. Most of the timers need not be sent to standby; 
only the timers that are required for external dependencies must be 
synchronized. 

5. All components must validate upon switchover to prevent system instability. 

6   Conclusions 

There are several HA middleware that provide proprietary solution for building highly 
available applications. Many of these are often incomplete and cannot be adopted for 
building real-world telecom applications without substantial modifications. While 
developing on proprietary solution can be frustrating experience for engineers, the 
maintenance and enhancements is also expensive. In addition, these proprietary HA 
solutions cannot be ported to different hardware and software platform easily. SA 
Forum’s AIS has standardized the cluster interface for developing highly available 
application.  

In this paper, we discussed our experiences with using SA Forum’s AIS 
specification both for implementing a cluster as well as developing a real-world 
application. We have also presented some basic assumptions that helped us to adopt 
the specification without missing product milestones.  
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Our experience in making GGSN application highly available using SA Forum 
specification has been challenging, but successful. The GGSN application is 
challenging because of hot-standby requirement to prevent loss of existing sessions. 
With about 20-30% overhead in performance, we saw flawless switchover when 
active node failed, often less than 30 ms of traffic was lost. The outline of making 
application redundant will serve as a guideline for prospective developers in 
considering design trade-offs and reducing time to develop telecom application that 
demand 99.999% availability. 
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Abstract. Data availability is crucial to overall application availability. This 
paper describes data failures and classifies them as either physical or logical. 
Physical data failures such as data loss and corruptions are introduced in the I/O 
layers; logical data failures are introduced in the application layer. Current data 
protection techniques are geared towards physical data failures. This paper 
reviews physical data protection techniques and their limitations. It then 
introduces the concept of logical data protection and shows how applications 
such as the Oracle database can use application knowledge to implement logical 
data protection and recovery that are more effective than conventional physical 
data availability technologies.  

1   Data Availability 

An important aspect of high availability is data availability. Data availability is the 
extent to which an application’s data is available and correct – i.e., in a form that 
allows the application to function. Data is not available when it is destroyed, 
inaccessible, lost, physically corrupted, or logically corrupted. An application cannot 
function without its data; highly available systems must therefore address data 
failures. Data failures (or unavailability) can be caused by hardware failure, software 
failure, human error (which includes malicious attack), and site failure. 

Hardware failure can cause data loss and data corruption. Disk failures can cause 
data loss. Data corruptions can occur when the hardware incorrectly modifies data 
that is written or read back. Data corruption can be caused by faulty hardware and 
firmware. Uncorrected memory errors can corrupt the I/O buffers. Even faulty cables 
can corrupt the data that is transferred. In addition to improper modification of data, 
other variations of corruptions are: misdirected write where a data block is written to 
the wrong location and lost write whereby the storage subsystem acknowledged the 
completion of a write that was actually not done. 

Software failure can also cause data loss and data corruption. Every data failure 
that is caused by hardware can also be caused by software. For example, bugs in file 
system and I/O code can lose writes, overwrite parts of the data that is being written, 
or write data to the wrong location. Another example of a software corruption is the 
stray write in which data structures in memory are overwritten by another thread. As 
the amount and complexity of software in the I/O subsystem grows, the probability of 
software-induced data failures also increases. 
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Human error can account for up to 40% of unplanned application downtime [1]. 
Human error can cause all the data loss and corruptions caused by hardware or 
software. For example, a configuration error such as setting up a swap file over the 
same disk partitions that hold application data can cause data to be overwritten. This 
has the same effect as a corruption caused by misdirected writes. 

A site failure is when an entire data center is lost. When a site disaster occurs, all 
data storage within a given geography is lost. This means that only data availability 
techniques that are geographically separated are effective against this type of data 
failure.  

Even though data failures are relatively rare, they usually result in extended outage. 
The outage due to data failures is usually much longer than that caused by machine or 
process failure. Hours or even days of downtime are possible [2]. Applications that 
need high availability must therefore address data failures. 

2   Physical and Logical Data Failures 

We characterize data failures as either physical or logical based on where the data 
failure was introduced. We make this distinction because there are many solutions 
that only address physical data failures. The following figure shows how we model an 
application stack and the type of data failures. 
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Fig. 1. Logical and Physical Data Failures 

The I/O layer includes the hardware (adapter cards, cable, disk array) and software 
(file system, volume manager, and device driver). Applications such as databases use 
the I/O layer services. The client is a human or program that uses the services provided 
by the application layer. 

A physical data failure is a data loss or data corruption that is introduced in the I/O 
software or hardware. A logical data failure is a data loss or data corruption that is 
introduced above the I/O software or hardware layers. We draw the boundary between 
physical and logical at the interface between the application and the I/O system because 
we want to describe the layering as seen from the application.  
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Note that a failure in a layer is not necessarily caused by code in that layer. A logical 
data corruption, for example, does not have to be caused by an application bug, it just 
has to be introduced while we are executing application layer code. For example, a 
memory fault that corrupts in-memory buffer used by the application would still cause a 
logical corruption even though the cause is hardware. 

A logical corruption cannot be detected by I/O layer checks. This is because the data 
was already corrupted in the application layer by the time the data was passed to the I/O 
layer. The I/O system has no way to distinguish valid data from invalid data. More 
generally, a layer cannot detect errors introduced by layers above. An application, for 
example, cannot detect human errors. If a database administrator (client layer) were to 
issue a drop table command, the database (application layer) cannot always determine 
whether the human specified the correct table. 

3   Physical Data Availability Techniques 

In this section, we analyze technologies available for addressing physical data failures. 
Collectively, these techniques provide physical data availability. We start by discussing 
techniques for preventing physical corruptions, then techniques for recovering from 
physical data failure and site disaster. 

Failure Solution

Data Loss 
RAID 

Backup/Restore 
Checksum 

Remote Snapshot 

Data
Corruption

Backup/Restore 
Snapshots 

Continuous Backup

Site Disaster
Offsite Backup 

Remote Mirroring
 

Fig. 2. Techniques for Physical Data Availability 

3.1   Preventing Physical Data Failure 

The primary means for preventing physical data loss is through redundant storage such 
as RAID [3]. Cyclic redundancy checksums (CRC) are also used to detect corruptions 
and error correcting code (ECC) memory is used to detect and repair errors [4]. These 
techniques have greatly improved the reliability of the I/O subsystem and reduced the 
frequency of data failures. 
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3.2   Recovering from Physical Data Failure 

Backup/restore is the fundamental technique for recovering from physical data 
failures. When a data failure occurs, a backup of the data is restored. The limitations 
of using backups are data loss and restore time. After a backup has been restored, all 
the changes that were made since the backup was taken are lost. The exception is with 
applications such as databases that can use the transaction log to bring the backup to 
the current time. Restore time is an issue because a backup must first be restored from 
backup media before it can be used. Even with the use of on-disk backups instead of 
tape, restore time for large amounts of data can be lengthy. 

To minimize data loss in the event of a restore, it is desirable to have frequent 
backups. Many storage vendors have optimized periodic backups so that they can be 
taken rapidly with relatively small disk overhead. These periodic backups are 
sometimes known as snapshots [5]. Snapshots can consist of full copies of the data 
(e.g., a mirror within the storage array), or a partial copy that tracks only changes 
since the last snapshot. Snapshots allow you to maintain multiple restore points to 
which you can bring the data in the case of a physical data failure. To address the 
issue of data loss after a restore, several continuous backup products [6,7] have 
recently been introduced. These apply database like logging techniques to track 
changes incrementally. This then allows you to return the data to any arbitrary point 
in the past. 

3.3   Handling Site Disaster 

Storing backup copies of the data off-site is a way to ensure that the data can be 
restored when the primary copy is unavailable. Remote disk mirroring can also be 
done so that one of the mirror copies is a remote storage unit. The remote copy is 
typically located in a data center that is not likely to be subject to the same disaster as 
the primary site. For example, it might be across a continent or an ocean. The 
geographic separation reduces the likelihood that a disaster that affects the primary 
site would also affect the backup site(s). 

Note that remote mirroring over long distances can degrade the response time of 
the application because of propagation delays across long distances. In addition, for 
disaster recovery, all the other components of the application (application, hardware, 
networking) must also be available at the backup data center. 

3.4   Limitations of Physical Data Protection Techniques 

Physical data protection techniques provide protection against physical data failures. 
However, they only provide partial protection against logical data failures. In 
particular, physical data protection techniques can recover from, but cannot prevent, 
logical data failures. 

3.4.1   Physical Techniques Cannot Prevent Logical Data Failures 
Physical data protection techniques cannot detect or prevent logical data corruptions. 
This is because techniques such as RAID and checksums are physical checks. They 
cannot validate the contents of the data. So if a logically corrupted block were written 
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to a RAID device, the storage cannot detect that the data is invalid. This limitation 
applies to all physical data protection techniques. For example, a storage array that is 
remotely mirrored would ensure that a logically corruption would propagate bit-for-
bit to all remote mirrors. This is a serious limitation given the wide range of potential 
logical data failures. 

3.4.2   Physical Techniques Cannot Prevent Upper Layer Physical Data Failures 
Significantly, physical data protection techniques cannot even prevent physical 
corruptions that were introduced at a higher layer in the I/O system. Modern I/O 
subsystems have become very complex. There are usually many layers of software, 
firmware, and hardware that is involved in an I/O request. Some of these components 
include: file system buffer cache, volume manager, device driver, host bus adapter, 
storage area network switch, storage controller, and the hardware/software inside the 
storage unit. A bug or failure in any of these components can cause a physical 
corruption that would not be detected by lower layers of the I/O subsystem. For 
example, RAID cannot correct a directory entry that has been corrupted by a file 
system bug. From the perspective of the RAID device, the file system error is also a 
logical failure. 

3.4.3   Physical Techniques Are Not Optimal for Recovering from Logical Data  
            Failures 
Physical data protection techniques such as backup/restore and snapshots can be 
applied to recover from logical data failure. So for example, if a file was overwritten 
or accidentally deleted, a copy can be restored from backup. Physical data recovery 
techniques, however, have many limitations. First, the recovery is done at the 
granularity of the physical object (file, file system, disk, etc.). If only a subset of the 
data were damaged, physical recovery cannot repair just the damaged part, it has to 
restore the entire object. So if a database file were a terabyte in size and only a single 
row was corrupted, a physical restore would bring back the entire terabyte; it cannot 
restore just the row. 

Doing file- or device-based recovery is not optimal because recovery takes longer 
and you will lose more data. Recovery takes longer since you are usually restoring 
more data than you need. Restoring an object typically means loss of data because the 
backup does not contain changes made since the backup was taken. Because the 
granularity is at the physical file or device, the data loss is also larger than required. 
For example, restoring the entire file means that you will lose changes made to all the 
records in the file even though only a single record is damaged.  

In summary, physical data protection techniques are inadequate for applications 
that require high levels of data availability. 

4   Logical Data Availability Techniques 

We now look at how logical data protection techniques can address the limitations 
associated with physical data protection techniques. Logical data protection 
techniques exploit application knowledge to offer better protection against data 
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failures and better recovery from data failures. We will use the Oracle database as an 
example and show how it exploits knowledge of the logical structure of data to 
provide improved data availability. Figure 3 shows some of the solutions that we’ll 
cover in this section. 

Objective Solution

Preventing
Logical
Data Failure

End-to-End Application Checksum
Standby Database

Data Corruption
Backup/Recovery
Flashback
Precision Repair

 

Fig. 3. Techniques for Logical Data Availability 

4.1   Preventing Logical Data Failure 

The main logical data failure prevention techniques are application level checksums 
and logical replication.  

4.1.1   End-to-End Application Checksum 
Physical data protection technologies such as RAID and checksums are limited 
because they only validate the data when it is in the I/O subsystem. These techniques 
are ineffective against data that were corrupted prior to the initiation of the I/O 
request.  

Applications can achieve higher data availability by implementing their own 
application level checksums. For example, when Oracle writes data, it performs a 
series of logical and physical checks on the data to ensure integrity. As part of this, it 
also stores checksum and other validation information in the data blocks. When the 
data is read back, Oracle verifies the checksum and other validation information in the 
blocks. If the block fails the checks, an error is raised. This detects I/O corruptions 
and prevents bad data from being used. Microsoft Exchange Server has a similar 
capability [8]. 

Conventional application level checksums can detect a corruption after the fact. 
Oracle’s HARD (Hardware Assisted Resilient Data) [9] takes this further by 

preventing I/O corruptions from making it to disk in the first place. Figure 4 shows 
how this technology extends the range of validation all the way from the application 
(the database) to the hardware. 

Under the HARD initiative, Oracle worked with storage vendors to imbed 
knowledge of Oracle block formats and checksums within storage arrays. When 
Oracle data is written to a HARD-compliant storage device, the storage device can 
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independently validate the integrity of the Oracle blocks as well as the locations to 
which the blocks were destined. If the validation checks pass, the data is written to the 
disks. If the validation checks fail, the write is not performed and an error is returned. 
This ensures that corrupted data are never written to disk.  

Application I/O

Application I/O

Compute
Checksum

Validate
 Checksum

Compute
Checksum

Validate
 Checksum

Range of Protection

Range of Protection  

Fig. 4. End-to-end Application Checksum 

The end-to-end application checksum can prevent a whole class of data failures. It 
protects against data corruptions introduced by any subsystem between the 
application (Oracle) and the disk array, it prevents misdirected writes, it also prevents 
overwrites of Oracle files by other applications. 

The end-to-end application checksum also protects data during direct disk-to-tape 
transfers. Certain disk arrays can directly transfer data to tape drives without host 
intervention. This is useful for high performance backups. A corruption in this case is 
very severe as it means that the backups that you’ll need to recover from other data 
failures would be corrupted. If the tape device is HARD compliant, it can directly 
validate the integrity of the data that it is receiving. 

4.1.2   Standby Database 
Application-maintained replicas, such as Oracle Data Guard [10,11] and Sybase 
Replication Server [12], are another powerful means for protecting data against both 
physical and logical failures. A standby database is a copy of the database that is kept 
up-to-date with changes as they are made on the primary database. Figure 5 shows 
how it works in a 2 database configuration: 

1. A change is made on the primary database 
2. The change is captured in the redo log 
3. The log is shipped to the standby database 
4. The change described in the log is applied to the standby database 
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If the primary database fails, the standby database can become the primary and 
continue operation. A primary may have multiple standby databases, each of which 
can be at a different location. A standby database that is geographically remote from 
the primary database can also offer protection against site failure. 
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Fig. 5. Standby Database Operation 

A standby database can be thought of as a remote mirror. As such, it can protect 
against the same physical data failures as storage-level remote mirroring. A standby, 
however, is more resilient against logical corruptions. This is because of how changes 
are propagated and applied at the standby databases. A storage-level remote mirroring 
solution sends description of the physical blocks that are changed. So if a logically 
corrupted block were written to the primary mirror, the remote mirroring 
software/firmware will ensure that the corruption is replicated bit-for-bit at the remote 
mirror.  

Oracle Data Guard, on the other hand, receives a logical description of the change 
from the primary database. The redo log contains a great deal of contextual 
information such that if the log is corrupted or if the blocks being modified are 
inconsistent with the redo log record, the change application (described in step 4 
above) would fail. This prevents many logical corruptions from propagating and 
corrupting the copy of the data on the standby. 

4.1.3   Improving the Effectiveness of a Standby Using an Apply Lag 
One can improve a standby database’s effectiveness by building in an apply lag. In 
this mode, changes are still shipped immediately to the standby; however, the changes 
are not applied until after a configuration delay. Note that the lag does not mean that 
the standby will lose data after a failover. This is because there is no delay on 
receiving the changes at the standby, just on when these changes are applied. Since all 
the changes are available on the standby database, no data would be lost if the 
primary database were to fail.  

The lag gives the customer a chance to react to human error or application 
corruption before the standby database is affected. For example, if one accidentally 
deleted (dropped) a table on the primary database, the delay means that the operation 
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would not be immediately carried out at the standby. This delay gives the system a 
chance to discover the error and immediately stop the standby apply. You can then 
apply the changes up to the point of the error and still have a good copy of the 
database. 

Network

Database

Primary
Database
Process

Log

Log

Standby
Database
Process1

2 3 4
Log

Log

Log

Apply
Lag

Database

 

Fig. 6. Using Standby with Apply Lag 

The use of a lag comes with a trade-off in safety vs. failover time. For maximum 
data protection, customers like to configure a long apply lag. This gives them more 
time to detect and respond to a data failure on the primary before the same data failure 
also makes it to the standby. But a long apply lag means that there would be more log 
data on the standby database that are not yet applied. When the standby takes over 
from a primary database after the primary has failed, the standby needs to apply all 
the unapplied logs before accepting new transactions. This increases the failover time. 
Another problem with the apply lag is that queries on the standby database do not see 
current data. 

One way customers have addressed this problem is to have multiple standby 
databases each configured with a different lag. For example, a customer might have 
several standby databases that are 5 minutes, 30 minutes, 2 hours, and 1 day behind 
the primary. When the primary encounters a data failure, they activate the standby 
with the least lag that doesn’t have the same corruption. This is analogous to the way 
some customers keep multiple snapshots of their data. The difference is that all the 
standby ‘snapshots’ are continuously brought up to date (within the constraint of the 
apply lag). 

Oracle Data Guard does not have this trade-off because of the flashback database 
feature. Flashback database [13,14] allows one to rapidly undo recent changes that 
were made. It does so by undoing all the changes in reverse order. With flashback 
database enabled, a standby database would immediately apply the changes as they 
are shipped from the primary database. This way, the standby database is current as of 
the last change and incurs no delay during a failover. In case of a human error or a 
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logical corruption on the primary (conditions that previously were handled by the 
apply lag), the standby would simply flashback the database to a point before the error 
took place. 

4.2   Recovery from Logical Data Failure 

End-to-end application checksum validation such as HARD and application-
maintained replicas such as the standby database can prevent data failure due to 
human error and logical corruptions. Nevertheless, there are still situations in which 
one needs to recover from a logical data failure. This section discusses some of these 
techniques.  

4.2.1   Logical Backup and Recovery 
Logical backup and recovery offers finer granularity than physical backup and 
recovery. For example, database oriented backup and recovery can deal with entire 
databases, tablespaces, tables, database blocks, and even rows. For backups, control 
over the granularity means that you can backup different types of data differently. It 
allows you to perform backups faster and create smaller backup sets. Logical recovery 
is where application knowledge becomes really important; it can significantly reduce 
downtime. With Oracle Recovery Manager [15], for example, if only a few blocks in 
a database are corrupted, you can restore just the damaged blocks and then apply the 
logs to bring those blocks current instead of restoring and recovering an entire 
datafile. 

Logical recovery also provides much finer control over the point of time to which 
to recover the data. A database, for example, can use its transaction logs to re-apply 
the changes made since time of the backup or snapshot. This allows databases to 
recover to any point in time, given a backup as a starting point. Thus most recoveries 
would not lose data. 

4.2.2   Application-Level Continuous Backups 
Oracle has similarly augmented its backup and recovery capabilities with flashback 
technology. Flashback database is like a continuous backup for the database. To 
recover the database to a prior point in time, flashback database replays the log in 
reverse, therefore undoing the operations in reverse order. Unlike conventional 
recovery, there is no need to restore a backup first. Consequently, flashback is 
extremely fast when the objective is to undo a mistake or corruption in the recent past. 

Flashback database is more efficient than physical continuous backups because 
flashback database can take advantage of the regular database logs. Like physical 
restore points, flashback database can also have named points to which you can bring 
the database back. Because these restore points simply name points in the existing log 
stream, flashback database restore points do not consume as much resources as 
conventional split mirror restore points. 

Flashback database is a database level continuous backup capability. Some 
research work has also been done on undoing data failures in mail servers [16]. 
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4.2.3   Precision Data Repair 
Application-level data repair can achieve extremely fine-grained data repair. A good 
example of using application logic to perform fine-grained data repair is an Oracle 
feature called flashback query [13]. Flashback query takes advantage of the Oracle 
database’s multi-version consistency scheme in which the system maintains metadata 
so that it can reconstruct versions of data in the past. The use of flashback query is 
best illustrated by an example: 

Suppose someone erroneously deleted all the rows corresponding to people who 
reported to the manager named Jon Smith. That information is now gone from the 
database. 

To get a list of the people that existed at that point in time, one can issue a query 
similar to the following: 

SELECT * FROM employee AS OF TIMESTAMP  
   TO_TIMESTAMP('2004-12-04 02:45:00', 
                'YYYY-MM-DD HH:MI:SS') 
   WHERE manager = 'JON.SMITH'; 

This would return a list of employee that reported to Jon Smith at that point in time. 
Using this information, the data can be reinserted into the database. 

Flashback query therefore allows you to find the exact version of the data that you 
want. Once this is found, it can be reinserted into the table. Since it is expressible as 
SQL, you can use the full query capabilities to identify the data that was lost and 
reinsert them. 

Along with flashback query, Oracle also supports: 

• Flashback version query that gives you all the versions of a row between two 
times and the transactions that modified the row 

• Flashback transaction query that allows you to see all the changes that were 
made by a transaction 

The combination of the various flashback capabilities makes it practical to surgically 
repair corrupted data rapidly with minimal data loss. These capabilities cannot be 
achieved by physical data recovery techniques. 

5   Conclusion 

This paper makes the argument that logical data protection and recovery techniques 
are more powerful and offer higher data availability than traditional techniques that 
work at the physical level. Logical data protection and recovery accomplish this by 
exploiting application-level knowledge. Physical data protection cannot provide this 
higher level of data availability. For example, RAID can protect against disk failures 
but cannot prevent logical corruption or human error. Physical data recovery 
techniques also have shortcomings in terms of recovery time and data loss.  

Fortunately, every physical data protection technique has logical counterpart. 
Figure 7 summarizes the corresponding physical and logical techniques. 
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Fig. 7.  Physical and Logical Data Protection Techniques 

Each of the logical data availability techniques listed is more powerful than its 
corresponding physical data availability technique. By taking advantage of 
application knowledge, logical data availability techniques can detect and prevent 
more errors and offer more and finer-grained data recovery options. 

There is still a place for physical data protection techniques. The Oracle database is 
exceptional in the breadth of logical data protection techniques that it supports. Most 
applications do not have similar capabilities. These applications must therefore rely 
on physical data protection techniques. Because physical data protection techniques 
do not have application knowledge, they can support all applications. Even though it 
is not as effective as logical data protection, physical data protection is the only 
choice when there are no logical data protection techniques for the application under 
discussion. 
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Abstract. We present formal and practical foundations for Web ser-
vice composition framework with composition correctness guarantees.
We introduce contractual composition model based on two isomorphic
description models: Contract Definition Language (XML) and abstract
machines (formal notation). Composition operators (patterns) are used
to perform composition which is then formally verified with respect to
properties described in service contracts. We also describe Java-based
implementation of the system, concentrated around Sun’s Java Web Ser-
vices Development Pack (JWSDP).

Indexed Terms: Web services, composition, correctness, contracts.

1 Introduction

Web services are emerging as a replacement and/or additional paradigm for
the component-based software development. However, Web services aim much
further to become not only a new Object Request Broker architecture, but a uni-
fying paradigm for communication among heterogenous groups of software and
hardware entities. Web service architecture has three layers: description and ba-
sic operations (publication, discovery, selection and binding), composite services
(coordination, conformance, monitoring and quality of service) and managed ser-
vices (certification, rating, liability). Unfortunately, only the bottom layer has
been standardized (WSDL, UDDI and SOAP). We are seeking a solution for
the second layer dealing with Web service composition. In the next section we
discuss the ideas of existing approaches and then present formal foundations and
implementation of a contract-based composition framework.

2 Related Work

The composition layer comprises four properties: coordination, conformance,
monitoring and quality of service. Coordination determines which services par-
ticipate in composition and how they exchange messages. Conformance estab-
lishes composition correctness, while monitoring basically deals with error and
exception handling. Finally, quality of service offers metrics to compare different
compositions with respect to nonfunctional properties.
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We examined several approaches for Web service composition: Business Pro-
cess Execution Language for Web Services (BPEL4WS) [5], Semantic Web
(OWL-S) [6,11,17], Web component [19], π-calculus [12], Petri Nets [10], model
checking [9] and finite state machines [3,4]. Our detailed survey of these solutions
and how they relate to the four key composition properties can be found in [15].

The main problem with ’industrial’ approaches (BPEL, OWL-S) is the lack
of support for verifying composition correctness. Both approaches (and BPEL in
particular) offer implementation languages that are simply too expressive for any
kind of formal validation. On the other hand, there are other, more formal and
abstract approaches (e.g., π-calculus or finite state machines). However, they
are often difficult to apply in real-world scenarios, and some of them face serious
scalability problems. Our intention is to provide formal and practical foundations
for a contract-based composition approach with correctness guarantees.

3 Contracts and Abstract Machines

The concept of design by contract was first introduced in [13] to facilitate compo-
nent reuse. A contract describes, in a standard way, what a component expects
from its clients and what it delivers if those requirements are met. We propose
to use contracts as non-functional (QoS) extension of WSDL description.

3.1 Contract Definition Language (CDL)

We assume that messages and port bindings are already defined, separate
(WSDL) or as a part of the service contract. The contract itself must provide
information that is related to non-functional aspects of the service execution.
However it should not include implementation details but semantic informa-
tion only: what a service will deliver and under which conditions it will execute
correctly.

The root section of CDL schema (Figure 1a) comprises organization, types,
location, method and event elements, as well as several basic attributes: uri,
name, description, price, state information, version and port. The organization
element is introduced to maintain backwards compatibility with Universal De-
scription, Discovery and Integration (UDDI) directories. Therefore, every ser-
vice must belong to an organization that publishes it. For each organization it is
possible to define name, description (keywords), classification and primary con-
tact. The types element describes complex types that a service supports. It is
used when a service accepts or returns non-primitive types (e.g., object of come
custom class), and clients should be able to construct/deconstruct them appro-
priately. The location element is introduced to support location-based services.
It allows for definition of country, city, street address and GPS coordinates. The
event element declares all events that a service supports. For each event, its
native name is listed, along with a reference and a common environment excep-
tion it is mapped into (if available). Finally, the method element describes one
or more service methods.
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Inside the method element we can specify information about parameters,
persistent resources, invocation, pre-conditions, post-conditions and invariants,
events, assertions, classification and method location. For each parameter it is
possible to define name, type, restriction and initialization. Furthermore, con-
stants and sets (complex types) that a method understands can be listed. Invo-
cation information is related to component creation and execution (synchronous
or asynchronous). Pre-conditions, post-condition and invariants share the same
structure (Figure 1b).

Pre-conditions are linked to exported methods and determine obligations of
a client. A method is guaranteed to work correctly if and only if a client satisfies
pre-condition. Post-condition describes what a method guarantees, if precondi-
tion holds. Invariants are properties that must hold before and after invocation of
each exported method. They describe general, static properties of a service. The
properties that can be described are: rendering, logging, security, dependability
(transactions, replication, check-pointing, timeout and exceptions), performance
and parameters.

a) b)

Fig. 1. The root contract structure

We shoved in [16] that it is possible, to some extent, to automate extrac-
tion of defined properties from Java classes and Enterprise Java Beans. We also
identified the benefits that early contract inclusion has on the typical software
lifecycle.
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3.2 Modeling Services as Abstract Machines

Our main goal is to support not only reuse, but composition of Web services.
CDL syntax offers a richer set of description primitives compared to WSDL,
that can be used for specifying relevant non-functional properties. Verification
of composition correctness, however, requires a formal approach.

Since contracts, as we presented them so far, are just plain text (XML)
files, it would be very difficult, if indeed possible, to judge correctness of their
composition. The first problem we would be faced with is actual definition of
correctness. What does it mean for a contract to be correct, apart from sat-
isfying XML requirements of being well-defined and well-formed? How can we
judge whether two or more contracts are compatible or not conflicting with each
other? How to define relations ”compatible” and ”conflicting”? Finally, how to
perform actual composition when working on text files? In order to be able to
answer these questions, we introduce a second form for expressing Web service
contracts: abstract machine notation (AMN). We need the XML notation in or-
der to transport contracts over a network (interoperability), while AMN serves
the purpose of giving contract elements formal mathematical treatment.

Abstract machines are specified using Abstract Machine Notation. Details
on AMN can be found in [1]. We give a short overview of AMN principles. An
element, which can be a class, a component, or a Web service, is represented
as an abstract machine. It is characterized by statics and dynamics. The statics
corresponds to the definition of the state, while the dynamics corresponds to the
operations:

MACHINE M(X,x)
CONSTRAINTS C
CONSTANTS c
SETS S; T={a,b}
PROPERTIES P
COMPLEX Cx
VARIABLES v
INVARIANT I
ASSERTIONS J
INITIALIZATION U
OPERATIONS
u1 <- O1(w1) = PRE Q1 THEN V1 END
...
un <- On(wn) = PRE Qn THEN Vn END
END

This is a parameterized abstract machine having free dimensions X (set)
and x (scalar). CONSTRAINTS describes conditions on machine parameters. SETS

contains finite or named sets that the machine can use, while CONSTANTS de-
scribes constants that the machine understands. PROPERTIES takes form of con-
joined predicates specifying invariants involving constants and sets. VARIABLES

lists state variables, and INVARIANT describes static properties of the machine,
that must be preserved before and after each operation. ASSERTIONS is deducible
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from PROPERTIES and INVARIANT, and exists purely to ease the proving of machine
correctness. INITIALIZATION initializes state variables. OPERATIONS lists operations
of an abstract machine, with pre-conditions (PRE) and post-conditions (THEN).

Operation body of an abstract machine modifies a machine state. For ex-
pressing formally how such modification takes place, we will be using logical
predicates relating the values of state variables just before the operation is in-
voked to the values just after the operation completes. The method we use is
called substitution. Let P be a formula, x be a variable and E an expression,
then the following denotes the formula obtained by replacing (substituting) all
free occurrences of x in P by E:

[x := E]P

If S is a substitution, and I is a formula, we write that substitution S pre-
serves I in a following way:

I =⇒ [S]I

This expression says that if the invariant I holds then the substitution S
is guaranteed to preserve the same invariant. We now introduce more complex
substitutions.

– Pre-conditioned substitution: If P is a pre-condition and S is the substi-
tution guarded by this pre-condition, then pre-conditioned substitution is
[P |S]R ⇐⇒ P ∧ [S]R. This substitution can also be noted as PRE P THEN S
END.

– Multiple simple substitution: Often we have to perform simultaneous substi-
tution (multiple simple substitution) [x, y := E, F ]P ⇐⇒ [x := E][y := F ]P .
It can be expressed also as x:=E || y:=F.

– Bounded choice substitution: It is used when we have to express a choice
between two or more substitutions. It is denoted with [S�T ]R ⇐⇒ [S]R ∧
[T ]R, and can also be expressed with CHOICE S OR T END.

– Guarded substitution: A substitution can be guarded by a predicate using
implication [P =⇒ S]R ⇐⇒ (P =⇒ [S]R). It can be denoted IF P THEN S
END.

– Conditional substitution: Combination of bounded choice and guarded sub-
stitution is called conditional and is defined IF P THEN S ELSE T END ⇐⇒
(P =⇒ S)�(¬P =⇒ T ).

– Empty substitution: A substitution that performs nothing for the target
post-condition is empty substitution [skip]R ⇐⇒ R.

– Multiple generalized substitution: Any combination of previously defined
substitutions can be performed simultanously (multiple generalized substi-
tution) using the same notation, e.g., S||(P |T ) = P |(S||T ), S||(T�U) =
(S||T )�(S||U), S||(P =⇒ T ) = P =⇒ (S||T ).

– While substitution: A situation where, if a predicate P holds, substitution
S is iteratively executed, is denoted with WHILE P DO S END.
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Mapping from CDL to AMN. We have presented two notations for describ-
ing Web service contracts. During service exploitation there will be times when
we will have to switch between them:

– When composing two services, their CDL descriptions will be transferred
into abstract machines to allow for formal treatment of their properties.

– When new service is composed it is constructed by merging abstract ma-
chines of the constituent services, thus producing another abstract machine.
In order to make this service available to others and to be able to transport
its specification over a network, abstract machine has to be transferred into
CDL description.

It can be seen that transformation between CDL and AMN has to be bidirec-
tional. However, since this transformation is linear, once we know how to do it
one way, the other way is trivial. The mapping algorithm works as follows:

1. Machine name is constructed from serviceName attribute of the contract
element. All other attributes of the contract element, as well as all child
elements and attributes of the organization and location elements are
mapped into CONSTANTS clause.

2. The types element is mapped into COMPLEX clause of abstract machine.
3. The event element is mapped into CONSTANTS clause.
4. For each method element, the following is performed:

(a) State variables are built from properties in invariant, precondition,
post- condition elements. To this are added all method parameters.

(b) All sets defined in the set element are added to the SET clause.
(c) Constants from the constants element are added to the CONSTANTS

clause.
(d) The INVARIANT clause is defined in term of conjoined predicates involving

state variables, and is mapped directly from the invariant element. The
INVARIANT clause must contain enough conjuncts to allow for the typing
of all state variables.

(e) The PRE clause is mapped directly from precondition element. State
variables designating input parameters must have constraints (or types)
defined in this clause.

(f) Operation body (postcondition, or THEN clause) is constructed by con-
joining substitutions from the postcondition element. All output pa-
rameters must have properties (or types) described in this clause.

(g) All state variables that have initialization element defined, are added
to the INITIALIZATION clause. Additionally, those that are defined as
"INOUT" are added to the list of machine formal parameters.

(h) The content of assertion element (if exists) is added to the ASSERTION
clause in form of conjoined predicates.

(i) The resource, invocation and event-ref elements are of no interest
for composition semantics, and are thus not transferred into AMN. They
are used for maintaining internal consistency of composition process.
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4 Service Composition

We identify four basic patterns (operators) for service composition: sequence,
choice, parallel and loop. We show how to construct composite abstract machine
clauses for each case and then discuss verification of composition correctness.

4.1 Sequential Composition

The sequence operator (Figure 2a) executes two (or more) services in an ordered
sequence. We denote sequential composition of services A and B with C = A�B.
Outputs of the left operand (A) become inputs of the right operand (B). The
clauses of the resulting abstract machine are calculated:

– SETS, CONSTANTS, and VARIABLES clauses are concatenated
– PROPERTIES, INVARIANT, and ASSERTION clauses are conjuncted
– OPERATIONS clause is constructed by performing substitution of the left

operand, then substituting input state variables of the right operand with
the output state variables of the left operand, then performing substitution
of the right operand, while conjuncting preconditions:

OPERATION outputB ← C(inputA)
PRE PA ∧ PB

THEN SA ; inputB := outputA ; SB END

Here outputB is a set of output state variables of the right operand, inputA
is a set of input state variables of the left operand, C is the name of a new
(composite) operation, inputB is a set of input state variables of the right
operand, and outputA is the set of output state variables of the left operand.

– INITIALIZATION clauses are concatenated, and multiple composed if needed.

M2

M1

S2

S1P1

P2

I1

I2

P S

I

M1 M2
P1 S1

P2

S2

I1 I2
P S

I

a) b)

Fig. 2. Sequence and Choice Patterns

4.2 Parallel Composition

Parallel composition executes two (or more) services concurrently. We allow two
subtypes of this pattern: parallel composition with communication (Figure 3a)
and without communication (Figure 3b). In the former case, concurrent services
can communicate with each other, for the purpose of synchronization of some
state variables. It can be used when a certain decision has to be reached after
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parallel processing has been performed, e.g., choosing result of one service and
discarding the other. Only operators of the relational algebra are allowed for the
state variables upon which the synchronization is performed. We do not allow
any kind of result aggregation, since it would needlessly complicate composition
pattern. If data aggregation needs to be performed, additional service should be
created and then sequentially composed to the parallel composition. In the latter
case (no communication), there is no communication / synchronization between
concurrent services.

Parallel composition with communication is denoted with ‖P (c), where c are
state variables that are being used for synchronization and P is the predicate
evaluated upon them, while parallel composition without communication is de-
noted with ‖: C = A ‖P (c) B and C = A ‖ B. The clauses of the composed
abstract machine are constructed:

– SETS, CONSTANTS, and VARIABLES clauses are concatenated
– PROPERTIES, INVARIANT, and ASSERTION clauses are conjuncted
– OPERATIONS clause is constructed differently for composition with and with-

out communication:
• For parallel composition without communication, pre-conditions are con-

juncted and substitutions are performed simultaneously (using multiple
general substitution):

OPERATION outputC ← C(inputC)
PRE PA ∧ PB

THEN SA ‖ SB END
Here outputC = outputA ∪ outputB and inputC = inputA ∪ inputB.

• For parallel composition with communication, pre-conditions are con-
juncted and substitutions are performed simultaneously. Afterwards,
predicate P is evaluated on a subset of state variables c, resulting in
choice of output of only one service:

OPERATION outputC ← C(inputC)
PRE PA ∧ PB

THEN SA ‖ SB

IF Pc THEN outputC = outputA ELSE outputC = outputB END
– INITIALIZATION clauses are concatenated, and multiple composed if needed.

B
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IB

P(c)PCPC
SC

IC

a) b)

Fig. 3. Parallel Pattern
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4.3 Choice Composition

The choice pattern (Figure 2b) represents a composition that behaves as either
of its constituents services. It is similar to parallel composition pattern with
communication, but it is non-deterministic. It is furthermore restricted to com-
patible services in sense of input parameters, because it is used when it is known
in advance that some of the available services can perform the requested opera-
tion, without the need to know which one will do so in a particular instance. The
most general example is sending the same request to many services and accept-
ing the results from the one that first completes its execution. This composition
pattern is denoted with C = A	B. The machine resulting from applying choice
pattern is constructed as follows:

– SETS, CONSTANTS, and VARIABLES clauses are concatenated
– PROPERTIES, INVARIANT, and ASSERTION clauses are conjuncted
– OPERATIONS clause is constructed by conjoining preconditions and connect-

ing substitutions by bounded choice substitution operator:

OPERATION outputC ← C(inputC)
PRE PA ∧ PB

THEN SA�SB END

Here outputC = outputA ∨ outputB, which is implied in SA�SB.
– INITIALIZATION clauses are concatenated, and multiple composed if needed.

4.4 Looping

Looping pattern supports execution of the same service repeatedly, until a certain
condition is fulfilled. Based on the condition controlling the loop, we define unary
(Figure 4a) and binary loop (Figure 4b): C =�P (e) A(e) and C = W (e) �P (e) A.
In both cases, looping is controlled by predicate P evaluated on the variable e.
Service is executed until P (e) becomes false. In the unary pattern, e is a state
variable of service A, and is changed in every iteration by the execution of A.
Therefore, service A controls the loop exit condition. Since this is the loop with
the condition on top (exit condition is evaluated prior to execution), variable e
must be in the INITIALIZATION clause to enable the first loop iteration. In the
binary pattern, there is another service W that controls P (e). In this case we
do not allow service A to influence the loop exit condition. Here, service W is
executed prior to A and will set value of e, which therefore does not have to
be initialized. The composite machine is constructed as follows for the unary
pattern:

– The clauses SETS, CONSTANTS, VARIABLES, PROPERTIES, INVARIANT, ASSER
TION, and INITIALIZATION are kept unchanged. Variable controlling loop
exit (e) must appear in the INITIALIZATION clause.

– Operation body is constructed by enclosing original substitution in a WHILE
DO block, controlled by P (e):
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OPERATION outputC ← C(inputC)
PRE PA

THEN WHILE P (e) SA(e) END

Here ouptutC = outputA and inputC = inputA.

For the binary pattern, another service W controls exit variable:

– SETS, CONSTANTS, and VARIABLES clauses are concatenated
– PROPERTIES, INVARIANT, and ASSERTION clauses are conjuncted
– Operation body is constructed by conjoining preconditions, and enclosing

both substitutions inside a WHILE DO:

OPERATION outputC ← C(inputC)
PRE PA ∧ PW

THEN SW (e)
WHILE Pe

SA; SW (e) END

– INITIALIZATION clauses are concatenated, and multiple composed if needed.

A(e) A
SA SA

PA PA

PC

PC

IA IA

P(e) P(e)

SC SC

IC
IC

a) b)

1 1

skip skip

0 0C C

W(e)
PW SW

IW

Fig. 4. Loop Pattern

4.5 Correctness Verification

Once an operator has been applied, composition result has to be verified. The
whole composition process then proceeds as follows:

– Merging of two (or more) abstract machines using composition operator.
– Type checking of the resulting abstract machine.
– Proving correctness of the resulting abstract machine
– Establishing correct termination of the resulting abstract machine

Type Checking. Suppose that we have an expression E and a set s such that
E ∈ s. Suppose further that there exists a set t such that s ⊆ t. Then it follows
that E ∈ t. We can continue by including t in a larger set u, and then E will
also belong to u. The purpose of type-checking of the abstract machine is to
provide an upper limit for such set containment for all predicates. This upper
limit is called a super-set of s and is at the same time the type of E. The function
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check is introduced like ENV 
 check (P ), and for the predicate P means that
within the environment (antecedent) ENV predicate P type-checks. Referring to
the abstract machine from Section 3.2, the type checking consists of the following
requirements:

– X, x, S, T, a, b, c, v are all distinct
– Operation names of O1...On are all distinct
– S, T, a, b, c, v are not-free in C
– v, X, x are not-free in P
– X, S, T, a ∈ T, b ∈ T 
 check (∀x(C ⇒ ∀c(P ⇒ ∀v(I ∧ J ⇒ U ∧ O))))

The last expression means that first universally quantified scalar parameters
and their constraints are checked, then universally quantified constants and their
properties, then universally quantified variables and their invariant, and finally
initialization and operations.

Proof Obligation. After type checking has been performed, the resulting ma-
chine must be proved correct. The purpose of this is to establish the following:

– Composite initialization must establish composite invariant
– Composite assertion must be deducible from composite properties and in-

variant
– Composite operation must establish composite invariant

Formally, and again referring to the machine from Section 3.2 we can write it:

C ∧ P ⇒ [U ]I

C ∧ P ∧ I ⇒ J

C ∧ P ∧ I ∧ J ∧ Q ⇒ [V ]I

Correct Termination. After proving machine correct, we have to see whether
it will terminate correctly and whether it is feasible. For a given substitution S
the construct trm(S) denotes the predicate that holds when substitution S ter-
minates, that is, establishes its post-condition. By requiring that all operations
terminate, we ensure elimination of deadlocks. Another construct is defined,
abt(S) which denotes aborted substitution, that is, substitution that does not
establish anything. Therefore it can be said that abt(S) ≡ ¬[S]R for any pred-
icate R, and accordingly trm(S) ≡ ¬ abt(S). We define correct termination as
trm(S) ⇐⇒ [S](x = x). Correct termination for substitutions is established in
the following way: trm(P |S) ⇐⇒ P ∧trm(S), trm(P�T ) ⇐⇒ trm(S)∧trm(T ),
trm(P ⇒ S) ⇐⇒ P ⇒ trm(S).

We also check whether the composite operation is feasible, with respect to
the guarded substitution. The feasible operation will establish one, or none post-
condition. Non-feasible operation, on the other side, will be able to establish any
post-condition. We define feasibility as fis(S) ⇐⇒ ¬[S](x �= x). The feasibility
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of the standard substitutions is calculated in the following way: fis(P |S) ⇐⇒
P ⇒ fis(S), fis(P�T ) ⇐⇒ fis(S) ∨ fis(T ), fis(P ⇒ S) ⇐⇒ P ∧ fis(S).

Correct termination for loop operator is outside the scope of this general
paper. Suffice to say that we introduce two separate elements in the loop body:
invariant and variant (exit condition). We currently limit the evaluation of the
exit condition to natural number and observe its monotonicity:

trm(WHILE P DO S INVARIANT I VARIANT V END) ⇐⇒
(∀x · (I ⇒ V ∈ N)) ∧ (∀x · (I ∧ P ⇒ [n := V ][S](V < n)))

5 Implementation

In previous sections we formed formal foundations needed for developing Web
service composition framework. Now we address some implementation issues,
namely system organization, communication, service directory and state man-
agement. Composition engine comprises four main parts: client application, basic
administrative services, database for storing CDL contracts, one or more appli-
cation servers/containers with deployed services. Service descriptions are stored
in a relational database. Client applications access basic functionalities of the
engine via Web service middle layer. This middle layer connects to the under-
lying database, as well as to application servers in which target services are
deployed. Clients cannot access database or application servers directly. There-
fore, most of the engine’s tasks are accomplished in the middle layer. The engine
is implemented using Java and Java-related technologies.

5.1 Client and Basic Administrative Services

Client part is realized as Swing application connected to the middle Web service
layer that provides administrative functions and operations. Middle layer offers
the following operations: publishing new service to directory, modifying and
deleting existing service from directory, searching for services, composing new
services using existing ones, invoking single or composed services.

In order to achieve these tasks, middle layer communicates with underly-
ing relational database (directory) and application servers hosting target Web
services that users want to invoke and/or compose. Since entire application is
Web service-based, the communication is realized using Sun’s Java Web Services
Developer Pack (Sun JWSDP) [14].

We found two technologies provided within JWSDP very useful: Java Ar-
chitecture for XML Binding (JAXB) and Java API for XML-based Remote
Procedure Calls (JAX-RPC). Since CDL schema is very large, encompassing
more than 50 complex entities, we need a powerful yet flexible mechanism of
translating XML document into Java object representation. JAXB offers a com-
plete solution for transferring XML content into Java object representation and
vice versa. JAXB operation is based on three actions: binding XML schema
to Java content classes, unmarshalling XML document into content classes and
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marshalling content classes into XML document. At the beginning CDL schema
is compiled with JAXB binding compiler. This action produces a set of Java
content classes that reflect the contract structure. The process of unmarshalling
takes service contract as input and produces set of instantiated Java content
classes populated with data parsed from XML document. During unmarshalling
contract is optionally validated with respect to schema. After this step we have
in-memory representation of contract. The middle layer uses JAXB to publish
and modify service contracts. When a contract is published, Java content classes
are persisted in database tables. When a contract needs to be changed, tables
are updated, and depending on the origin of update, XML representation is
synchronized (via JAXB marshalling).

CDL XSD
Schema

JAXB Binding
compiler

Content
classes
(CDL)

middle layer

compile

JAXB

publish proxy

publish A

JAX-RPC/
SOAP

JAX-RPC
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Fig. 5. JWSDP Runtime

JAX-RPC is used for communication with Web services. Since middle layer
is also realized as a Web service, clients use JAX-RPC to invoke basic functions
of the system, and middle layer uses JAX-RPC to invoke single or composite
services. In JAX-RPC a remote procedure call is represented by an XML-based
protocol, such as SOAP. Complex SOAP messages and their structure (envelope,
encoding rules, conventions for RP calls and responses) are hidden by JAX-RPC
API. This API supports development of server side (Web service implementa-
tion) and client side (Web service invocation) infrastructure. On the server side,
remote procedures (Web methods) are specified by writing Java interface and
one or more classes that implement that interface. On the client side, a proxy
object is created that represents Web service. All Web methods are invoked on
a proxy. Therefore, it is not necessary to generate or parse SOAP messages.
The JAX-RPC runtime converts API calls and responses to and from SOAP
messages.
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The functioning of JAXB and JAX-RPC runtime is shown on Figure 5. It
shows two typical use cases: publishing a new service to directory and composi-
tion of two services that are already in directory. Prior to any client calls, XSD
schema describing Contract Definition Language is compiled with JAXB bind-
ing compiler, and content classes are stored in the middle layer. Client publishes
new service by issuing SOAP or JAX-RPC call to the Publish Proxy, which del-
egates the call to the Publish service in the middle layer. A service that is to
be published is located, and its CDL description is unmarshalled into precom-
piled content classes produced by JAXB compiler. Finally, write to underlying
database is performed via JDBC which completes the publish process.

Composition is initiated by sending SOAP/JAX-RPC request to Compose
Proxy, and the call is then delegated to Compose service in the middle layer via
JAX-RPC. It processes composition request, retrieves partner service informa-
tion from database using JDBC, verifies composition correctness by calculating
function correct, and constructs required dynamic proxies that represent part-
ner services using Dynamic Invocation Interface. Each proxy then connects to
its implementation and middle layer coordinates message passing in a manner
that depends on the composition pattern used. Result is returned to the client
via Compose Proxy.

5.2 Service Directory and State Management

Service directory is realized as a relational database. There are several reasons
why we use a relational database instead of a native XML database. Current
XML databases still do not support W3C XML schema which we use to define
CDL. Using native XML database could therefore lead to low data integrity.
Furthermore, XML databases use XPath as query language, and it offers no
support for grouping, sorting, cross document joins, and data types. Since service
directory requires complex queries, this is a very limiting implementation factor.
Still another downside is that updating requires retrieving an XML document,
modifying it using own API and then returning it to database.

Database was designed to take full advantage of rich descriptive options of-
fered by CDL in order to overcome UDDI limitations. The underlying database
schema allows for searching for services directly, using any combination of prop-
erties defined in CDL. That means that it is possible to search for services by
locations, methods they offer, classifications, and all other properties defined in
their pre-conditions, post-conditions and invariants. One example query would
be to find all services in the 1 km radius that accept postscript documents and
print them in color with 1200 dpi resolution, free of charge if we can supply a
security credential of certain type.

Up to now we have been talking about modeling Web services using abstract
machines comprising state variables. It is obvious that we have implicitly as-
sumed that some services can maintain their state between calls. However, Web
services are stateless and we need to introduce state management mechanism.

Although Web services are inherently stateless, many of them allow for the
manipulation of the state, such as persisting data into databases, file systems,
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or coordinating dependent messages. There is ongoing debate in the community
whether Web services should or should not support state management. One view
is that Web services are not another Object Request Broker architecture, and
therefore should have no notion of state [18], while the other view is that state
management plays the critical role in distributed computing and as such must
be addressed at the architectural level [7]. Our position is that for the purpose of
complex service interactions the latter view is correct. We identify two possible
ways to associate a state with a Web service:

– A conversational service implements a series of operations where result of
one operation depends on the prior operations of the same or other services.
The state is maintained in the logical sequence of messages.

– A service that acts upon one or more persistent resources (database, file),
creating, modifying or deleting it based on the messages it sends or receives.

Since conversational state can be implemented using WS-Coordination and
WS-Context specifications, we concentrate on the interaction with stateful re-
sources. Furthermore, we consider only relational database as a provider of
background persistent resource. Interaction with persistent resource is described
within the resource element of the CDL. Resource is identified by its name, uri,
and resource manager (in our case, relational database driver). For each method
acting upon a resource, one of the following actions can be defined: CREATE,
READ, MODIFY, DELETE. Methods that create resources return resource identifier,
while methods that read, modify and delete resources require resource identifier.
Finally, resource property defines one or more CDL elements (state variables)
that are bound to the underlying resource.

Our efforts in providing state management are compatible with the recent
WS-Resource proposal [8], with the main difference being that WS-Resource
supports broader range of persistent resources identified using WS-Addressing.

6 Conclusion

If Web services are to become the dominant architecture of future distributed
systems, after connectivity is established (standardized) at least two more issues
need to be supported at the architectural level: trustworthiness and automatic
business to business (B2B) interactions. We try to address both in our proposed
framework. We defined trustworthiness not only as security, but as an aggre-
gation of properties (including but not limited to security) that composition
process must guarantee. Therefore we adopted correctness as a term that best
describes a ”trustworthy” or a ”trusted” composite Web service.

However, composition has still to be performed manually by application de-
veloper, albeit much easier and more flexible than in case of the other existing
approaches as it now consists only of selecting appropriate services and applying
composition operator (pattern) . The proposed framework offers possibility of
true automatic B2B interactions [2]. Formal treatment of composition process
enables use of various search strategies for the purpose of efficient allocation and
verification in the process of automatic composition.
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Abstract. Standardization of infrastructure and services in distributed
applications and frameworks requires ground methodological base. De-
sign by Contract approach looks very promising as a candidate. It helps
to obtain component-wise design, to separate concerns between develop-
ers accurately, and makes development of high quality complex systems
a manageable process. Unfortunately, in its classic form it can hardly be
applied to distributed network applications because of lack of adequate
means to describe nondeterministic asynchronous events. We extend De-
sign by Contract with capabilities to describe callbacks and asynchronous
communication between components. The resulting method was used to
specify distributed applications and to develop conformance test suites
for them in automated manner. Specifications are developed in an ex-
tension of C language that makes them clear and useful for industrial
developers and decreases greatly test construction effort. Practical re-
sults of numerous successful applications of the method are described.
More information on the applications of the method can be found at the
site of RedVerst group of ISP RAS [1].

Keywords: Design by Contract, asynchronous events specification, dis-
tributed system specification, formalization of standards, model based
testing, conformance testing, automated test construction, specification
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1 Introduction

Standardization of infrastructure and base services of distributed systems builds
up its strength as the important component of the movement to availability and
dependability of such systems. This process needs adequate support from meth-
ods and technologies of software construction. One of the promising approaches
to development of high-quality complex software systems is Design by Contract
(DbC) [2]. The key points of this approach can be stated as follows.
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– Software is considered as a system of components separated from each other
and communicating with each other only through the specified interfaces.

– An interface of the component is a set of its operations, which semantics
is described with preconditions and postconditions. Precondition of an op-
eration states the obligations of an environment – before the call of this
operation a caller should ensure that the precondition holds. Postcondi-
tion states counter-obligations of the component. If the precondition holds
just before the call of the operation, the component ensures that the post-
condition holds just after the call. Preconditions and postconditions are
usually formulated in terms of operation parameters and internal state of
the component.

– Common parts of pre- and postconditions of all the component’s operations
can be stated as separate invariants representing integrity constraints on the
component’s state.

Design by Contract proposes a powerful and well-scalable software develop-
ment method. It possesses the following advantages.

– Clear component boundaries and obligations make possible effective sep-
aration of concerns between different components, separation of develop-
ment activities between their developers, and significant flexibility in their
implementation.

– The approach ensures broad reuse. As long as we need some functionality
stated as a postcondition, we can use any component providing this or more
strict postcondition, if we in turn ensure the corresponding precondition.
As long as developer can ensure some postcondition providing that the pre-
condition holds, he or she may change the implementation of component
without risk of introducing errors in the system.

– The approach applies rather uniformly to components of different scale. Sub-
systems consisting of many components can be also considered as compo-
nents with their own contracts. With the help of contracts of a subsystem
and constituent components we can ensure correctness of subsystem’s de-
composition, and so, step by step, can build rather complex systems on the
same methodological base. The quality of the result can be predicted due to
rigor of the approach combined with the simplicity of its application.

All this sounds great. Even more great it can be for modern service-oriented
architectures, which are based on separate components providing services for
each other. But Design by Contract in its classic form given in [2] can hardly be
applied for modern complex software systems. We can formulate the following
causes of this situation.

– Complex networking software uses many different kinds of communication
activities between its components. For example, callbacks are rather com-
mon in distributed frameworks. Another widely used kind of communication
between components of such systems is asynchronous events and messages.
Consider these issues in more details.
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Callback represents a parameter of functional type, constraints on which
can be described only if we consider the properties of all functions that can be
passed in this callback. So, we need to impose additional contract on callback,
although it is only a parameter of some operation, not an operation itself.
This kind of contracts and its use in system development is not concerned by
the classic Design by Contract approach. Any time a callback parameter is
used developers have to consider constraints on the corresponding operation
outside of DbC framework or treat them rather informally.

DbC also has no special means to describe asynchronous communica-
tions, which is very important in modern software. Moreover, in DbC frame-
work we can hardly find any means to reason about correctness of multiple
asynchronous communications performed in parallel. This is really serious
drawback of the approach, making it inapplicable to many modern systems.

– DbC approach was originally targeted for software design, and usually after
coming to rather clear understanding of the system design designers and de-
velopers cannot get any more benefits from the contracts. So, the contracts,
which require a lot of work to develop, become useless and are not supported
after some phase of the project to minimize the total effort (sometimes they
are also used for debugging). We think that to make contracts actually useful
they need additional means to provide sound and full-scale quality control of
the results of development performed on their base including automated test
construction, test adequacy measurement, regression testing, and certifica-
tion. The original approach says nothing about measurement of component’s
quality based on its contract – it provides only insights on possible usage of
contracts to check runtime behavior of the components or to test them in a
random fashion.

In this article we present possible solution of both problems. We provide
an extension of DbC approach that adds just several new entities to original
framework, but makes it applicable for specification of complex distributed ap-
plications and frameworks. In addition we present UniTesK test development
technology, which used to construct conformance tests based on DbC specifica-
tions in automated manner.

In the next section the methodological base of the suggested approach is pre-
sented. Then we consider several practical applications of the extended Design by
Contract to complex distributed systems, including both specification of system
properties, formalization of the corresponding standards, and automated devel-
opment of conformance test suites based on the stated specification. The fourth
section presents a brief review of similar approaches to specification and test
construction for distributed software. The last section of the article concludes
the discussion and provides directions of possible future development.

2 Extending Design by Contract Approach

The main point of the presented approach is the same as of the original DbC
– software is considered as a system of components communicating with each
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other through the specified interfaces. Interfaces consist of operations described
by their pre- and postcondition. The differences begin when we deal with con-
tract development for communication means of special kinds – callbacks and
asynchronous events.

Callbacks. Callbacks are considered as parts of inverse interface – a kind of
interface, which is used for calls from the system under consideration to its
environment (cp. with usual direct interface used for calls from the environment
to the system). So, a component implements some interface (its direct interface)
and requires from the environment to support some inverse interface.

Operations in inverse interface are considered as ordinary operations and
described by their pre- and postconditions. But when we define the behavior
of an ordinary operation, which may make some calls to inverse interfaces (for
example, it obtains callback as a parameter and its functionality requires to call
this callback in certain situations), we should describe the constraints on these
calls concerning their parameters and results.

To provide such a description we use model trace – each of components im-
plementing inverse interfaces considered as storing a list of calls of its inverse
operations. Each of those calls can be represented as a record with called opera-
tion identifier, values of its parameters, and value of the call result as fields. So,
in postcondition of an operation using callback we can state that this callback
was called with certain parameters. We also can state that the result of its call
was used in a certain way to produce the result of the operation call.

This extension of DbC approach, although a minor one, provides powerful
means to check systems interoperability or test whether the component can
be used inside a framework. We should provide the system or the framework
developed with description of contracts of both provided and required interfaces.
To check that two systems can operate together we need to check that each
one obeys the restrictions imposed by the other in preconditions of ordinary
operations and postconditions of inverse operations. To check that a component
can operate inside a framework we should test whether it ensures preconditions
of operations it calls in the framework and postconditions of its own callbacks
used by the framework.

Asynchronous events. More serious changes in usual DbC concepts are required
to introduce asynchronous communications. Operations, whether they are per-
formed synchronous or asynchronous calls, can be considered just in the same
way. But asynchronous events are another kind of entities. We represent them as
a special kind of operations without parameters, but having ordinary pre- and
postcondition.

Precondition of an event describes situations when this event is valid. If the
precondition does not hold, any occurrence of the event of this kind is incorrect.
Postcondition of an event describes restrictions on data provided by the event.
When precondition holds (so, events of this kind are possible) postcondition says
whether this event provides correct data or not. Asynchronous messages can be
also described in the same manner.
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To define the correctness of a collection of events and calls occurring in the
concurrent manner we use so called interleaving or sequential semantics. This
semantics implies that the set of concurrent calls and events is performed in a
correct manner if they can be performed in correct manner in some sequence.
More precisely, a set {ei, i ∈ [1..n]} of calls of operations or occurrences of events
performed on or provided by a component is considered to satisfy their contracts
in a state s1 of the component if there exists such a sequence {sj, j ∈ [1..n + 1]}
of component’s states starting from s1 and the corresponding ordering {ij} of
those calls and events that each call or event eij occurs in the state sj , moves the
component to the state sj+1, and the contract of the corresponding operation
or event holds for pre-state sj , post-state sj+1, provided values of operation
parameters, and the result returned by the operation or by the event.

For example, if we have an operation printing “Hello, world!” on a printer and
an event printing “Bye!”, any result “Hello, world!Bye!” or “Bye!Hello, world!”
is considered as correct result of concurrent call of the operation and occurrence
of the event, but the result “Hello,Bye! world!” is invalid.

Although the proposed extension of DbC approach is not complex, it can
be used successfully to describe distributed systems of practical significance, to
obtain valuable results from more formal consideration of system properties,
and to test the components of the system and a system as a whole, see the next
section for examples of such applications.

Use of programming language extension. One more peculiarity of our approach
is use of extensions of programming languages to specify software properties.
This fact becomes important if one needs to apply some methodology or tool
based on formal notation in industrial practice. Widely used programming lan-
guages are commonly recognized means of communication between developers
and specifications written in their extensions are comprehensible for average
software engineers. Specialized formal notations often require advanced math-
ematical education, do not contain adequate counterparts for widely used pro-
gramming concepts (such as pointers), and therefore are rarely used in practice.

We propose uniform extension of C, Java, and C# languages [23] based
on the main concepts of our approach – pre- and postconditions, invariants,
asynchronous events, and inverse interfaces – and some additional syntactic sugar
useful in postconditions, when one needs to work with both pre-states and post-
states of the same objects. The main elements of the extension are as follows.

– Some operations in class (or some global functions in C) can have
specification modifier saying that they contain contracts of the corre-
sponding operations in the system under consideration. Such an operation
can have access constraints describing the set of objects the operation has
access to and the kind of this access (whether an object can be only read by
the operation, only written, or both), precondition represented as additional
block returning Boolean value, postcondition represented also as additional
block also returning Boolean value. Postcondition has access to objects in
the states preceding the call of the operation and the same objects in the
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states after the call (pre- and post-states). To refer a pre-value of a variable
in a postcondition we can use pre operator.

In addition, specification operations may have branch constructs marking
different behavior constraints and so defining specification-based coverage
criteria for further testing.

– Operations marked with reaction modifier represent asynchronous reac-
tions provided by the system. Such a reaction can also have access con-
straints, pre- and postcondition. But it has no functionality branches, since
the behavior of the system in this situation is not determined by
external input.

– Operations marked with inverse modifier represents inverse operations.
They also can have access constraints, pre- and postcondition.

– Invariants are represented as special methods or functions marked with
invariant keyword and returning Boolean result. The result says whether
the invariant holds or not.

The code example 2 in Appendix demonstrates some elements of specification
extension of C. It presents specification of a component implementing banking
account. The component may be implemented as a web-service, or EJB, or plain
class – this does not matter for the description of its functionality.

An account has two operations and can produce events on change of balance.
Each event stores the difference between the new value of the balance and the old
one. The first operation, deposit(), is used to deposit money on the account.
The second one, withdraw(), is used to withdraw money from the account.
Both operations can give rise to an event on account change storing the actually
deposited sum or withdrawn sum as a negative number, but the results of several
operations can be summed by one such event with the total change of the balance.

Negative value of the balance means that a credit is given to the account
owner. The credit is limited by fixed maximum possible credit value, which is
state in the invariant. Postconditions of operations and event define their impact
on the state of the account. bank variable stores map of account identifiers into
account structures.

3 Practical Applications of the Method

This section presents some results of practical application of the approach de-
scribed above in two areas – clarification and formalization of standards and
automated construction of conformance test suites for distributed software.

3.1 Formalizations of Standards

This subsection concerns with two case studies in standard formalization related
with distributed applications. The first example is standard clarification and
conformance test suite development for ISO/IEC 13818-11, a standard on Intel-
lectual Property Management and Protection in MPEG-2 domain. The second
one is a part of specification-based test suite development for an implementation
of IPv6 protocol suite – the next generation of the Internet protocol.
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Formalization of IPMP. A standard for MPEG-2 Intellectual Property Man-
agement and Protection (IPMP-2) [3] is an attempt to create a flexible and
interoperable solution for Digital Rights Management in MPEG-2 distribution
chain from content provider to user. For the sake of readability we will refer to
ISO/IEC 13818-11 [3] as “IPMP-2 specification” below in this section.

The original architecture for protecting MPEG-2 movies, called Conditional
Access (CA), proved to be non-interoperable. Playing content from a particular
producers required purchasing Conditional access solution from certain vendors,
and CA solutions from different vendors were incompatible.

IPMP-2 specification regulates IPMP operations on the side of a user. IPMP
Device includes a Terminal and a number of IPMP Tools. IPMP Tools perform
all operations needed to prepare data for playback such as user authorization,
content deciphering, watermarks processing, etc. IPMP Tools are software or
hardware modules that are plugged to specific control points in the MPEG-2
processing pipe. Terminal intercepts multimedia data and passes them to the
corresponding instances of IPMP Tools for processing. Results of processing
(e.g. deciphering) are returned to the Terminal for further processing. IPMP
Tools interact with each other and the Terminal by means of message exchange.
IPMP-2 specification provides a number of messages for several purposes, such
as authentication or notification.

Content providers add control information and protection signaling to their
content. This information includes indications on which tools to use, how to
initialize the tools, etc. The IPMP Device parses content and tries to acquire
IPMP tools from the network if needed. Then the device instantiates tools with
given parameters and starts playback.

IPMP-2 specification uses Syntax Definition Language [4] for defining syntax
of messages and IPMP-related data in content. Still the semantics of messages
and data is defined in plain text without any formal notation.

The formalization of semantics of IPMP-2 operations has the following facets.

– Constraints on data integrity.
– Constraints on prerequisites and results of operations.

The work on IPMP-2 formalization was conducted for Audio Video coding
Standard Working Group of China (AVS). Length of the studied specification
is about 30 pages. The project resulted in two submissions [5,6] to AVS DRM
group and a prototype of conformance test suite for processing IPMP Control
Information in bit streams.

Other results of the project include the following.

– We identified significant inconsistencies in syntax specification of IPMP data
in bit streams. For example, it allowed inserting up to 65 536 bytes of data
(16-bit length field) in a descriptor which length is limited to 256 bytes.

– Under-specifications were found in the semantics of the Mutual Authentica-
tion – a security protocol for establishing trust between two tool instances.
We demonstrated that current specification of Mutual Authentication does
not ensure interoperability between implementations from different vendors.
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– Correctness criteria of data in IPMP-2 specification are poorly defined. Dis-
cussion with IPMP developers showed that there are many implicit rules of
what is correct and what is not. For example, IPMP-2 specification defines
IPMP Tool List structure as a container for IPMP Control Info classes, but
it is intended to carry information about tools only. We put this implicit
constraint into explicit form: each element of IPMP Tool List is of IPMP
Tool Info type. The list of constraints educed during the formalization for
IPMP Control Information classes is presented in [6]. The constraints are
not written in formal notation yet.

Taking into account numerous misspellings in code parts of IPMP-2 specifi-
cations the exact number of fixes we proposed is hard to count.

The standard study showed that IPMP-2 specification consists of several
loosely related pieces that sometimes contradict to each other. Certain require-
ments are under-specified or contain errors.

Contract formalization of IPv6. IPv6 is a group of protocols located at the Net-
work Layer of the OSI Reference Model [7]. IPv6 provides services to protocols
of transport layer, such as UDP and TCP.

IPv6 features a much greater address space compared to IPv4, the current
version of the Internet Protocol. Large address space enables true point-to-point
connectivity within global scope. Besides extended address space IPv6 includes
improved routing architecture and integrated suite of protocols for autoconfigu-
ration and discovering the state of the communication.

Implementations of IPv6 provide three classes of interfaces: procedural (API),
binary (ABI), and message-based.

Procedural interfaces include generic sockets API and several IPv6-specific
extensions. Binary interfaces are non-standard, implementation-specific ways to
access the kernel part of an implementation. Examples of such interfaces are
request code for ioctl call on Unixens or control code for DeviceIOControl
routine in Windows accompanied with memory layouts for inputs and outputs.
Message-based interface is an abstraction for sending and receiving IPv6 data-
grams to or from Data Link Layer.

IPv6 messages and part of procedural interface are standardized by Inter-
net Engineering Task Force in IPv6-related Requests for Comments (RFCs).
Binary interface and some part of procedural interface are not standardized and
are implementation-specific. Since the component functionality should be un-
derstood unambiguously to apply Design by Contract fruitfully, it is natural to
limit formalization to the scope of messages and standard API of IPv6.

The scope of our projects on IPv6 conformance testing was formalization and
testing of the following basic features of IPv6.

– Sending datagrams from the transport layer to the network and processing
of incoming IPv6 packets.

– Neighbor Discovery on hosts. Neighbor Discovery is a suite of service proto-
cols for identifying router and neighbor nodes attached to a link and detect-
ing their reachability status.
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– Multicast Listener Discovery on hosts. Multicast Listener Discovery is a pro-
tocol to obtain information about multicast listeners attached to a link.

– UDP over IPv6.

The contract formalization is based upon requirements presented in regulat-
ing RFCs. We studied the requirements of many RFCs, most notably
[8,9,10,11,12,13,14,15,16,17,18]. More than 400 separate functional requirements
were elicited.

RFCs define protocol semantics in plain text mostly. Syntax is defined in
tabular format with textual definition of bit-wise message layout.

We identified a number of inconsistencies and under-specifications in IPv6
regulating documents. For example, the specification of IPv6 protocol [8] enu-
merates a number of cases that should be considered as errors in incoming frag-
mented IPv6 packets, and a number of cases that are not errors. Unfortunately
this enumeration misses several important cases, such as fragments overlap.

Despite the defects found we can state that IPv6 regulating requirements are
well-defined as a rule. They are detailed enough to ensure interoperability be-
tween implementations and at the same time leave much flexibility
to implementers.

The formal model of the IPv6 subset described above is about 8500 lines of
code in the specification extension of C language [19]. The model was used to
build a test suite that was applied to several open and commercial implementa-
tions of IPv6 protocol stack (see the next subsection).

3.2 Automated Conformance Test Construction

The historically first application of the extended DbC approach was automated
test development. The specifications written in the described manner can be
used to construct conformance test suite with the help of UniTesK technology.
Here we provide a short introduction into UniTesK. The interested reader can
find more details on it in [20,21,22,23,24].

The main principles of UniTesK test development may be summarized as
follows.

– UniTesK is intended to develop conformance test suites automatically on
the base of the specifications to be tested. The main approach to testing
is black-box, testing adequacy is measured as the achieved during testing
coverage of specifications according to some criterion. Test oracles – programs
automatically checking the correctness of the behavior of the system under
test – are generated automatically from contracts specified.

– User should manually write test scenarios providing very brief descriptions
of the automaton model of the component under test, including structure
of its state and the list of operations to be called in an arbitrary state.
Each operation is supplemented with some procedure to generate values of
its parameters. This procedure can be written manually or taken from a
library; its main goal is to provide a large set of different arrays of operation
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parameters values. The development of test scenario can be facilitated with
the help of the template, taking several choices of the user as its input and
generating all the other parts of the scenario. The main goal of a scenario is
to ensure high level of test coverage in certain specification-based coverage
metric.

Test scenarios provide a powerful feature – they can be used to process
possible nondeterminism of specifications very effectively. To do this, one
can define scenario states on the base of classes of states described in specifi-
cations. This technique called factorization allows creation of rather efficient
and compact tests for complex subsystems. Details of the technique can be
found in [25].

– Similar template technique is used to create test adapters providing binding
between specifications and implementation under test.

– The UniTesK tool used translates specifications, adapters, and scenarios into
the base language of the tool (C, Java, or C#) and executes the resulting
test. During test execution the sequence of test calls is generated on-the-
fly using the data presented in the scenario and the actual behavior of the
system under test. The generation algorithm tries to call each operation in
each state achieved, but do not perform calls that add nothing to already
achieved test coverage in term of specifications (branch statements are an
example of construct that can be used to define coverage of specifications).

UniTesK technology was used to develop conformance tests in the following
projects.

– Development of regression test suite for switch operating system kernel for
Nortel Networks. Results of this project was already presented in [20,24], see
also [23]. Total size of the system under test is about 250 KLOC, the size
of resulting suite of specifications and scenarios is about 140 KLOC. To our
knowledge, this is the largest piece of formally specified software and the
largest system tested in such a formal way. The total effort of the project
is about 10 man-years, total duration – about one year and a half. 372 test
scenarios were developed for about 500 procedures of the operating system
kernel, 304 of those scenarios tested single procedure, 68 – a group of inter-
operating procedures. With different parameters of execution the resulting
test suite can perform from dozens of thousands to several millions of test
cases. Several hundreds of defects were detected in critical telecommunica-
tion software already working in the field for about 10 years. Several of bugs
found could cause cold restart of the system.

– Development of test suite and testing several IPv6 implementations. The
detailed results those projects can be found in [19] and [22]. The projects
also demonstrated the approach’s capability to clarify ambiguous parts of
informal telecommunication standards. The first project was conducted to
test open IPv6 implementation of Microsoft Research. The results showed
that the test suite provides good error detection – it found more errors that
the counterparts we could compare with at that time (Microsoft Research
organized an international contest in testing of this IPv6 implementation).
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4 serious bugs were found in the system under test, one of them leads to
operating system crash and can be used to shut down any remote node in
IPv6 network. The second project is conducted in the Russian telecommu-
nication software development company Octet by its own developers trained
in our technology. It also resulted in several serious bugs found in another
proprietary implementation of IPv6.

– Test development for a part of bank CRM system based on J2EE technology.
This project demonstrated that UniTesK technology and tools can be applied
to test distributed software constructed with the help of modern component-
based technologies for multi-tier applications development. The duration of
the project was about 2 months, and its results include about a dozen of
bugs detected. The details of this and several other projects can be found
on [23].

The diagram of process including standard formalization and conformance
test suite development on the base of the approach presented is shown on
Figure 1.
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Fig. 1. Standard formalization and conformance test suite construction

4 Short Review of Similar Approaches

Here we present rather brief review of similar approaches taking into considera-
tion only those that provide possibility to describe distributed systems formally
and support test development automation for conformance testing, so a lot of in-
teresting solutions stay out of scope of this section. More detailed and systematic
review of various model-based testing techniques can be found in [26].
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The most widely used practical approach to conformance test suite construc-
tion for distributed applications is based on informally determined test pur-
poses and test cases manually developed on their base. In comparison with
methods based on some formal description of application functions, it lacks
strict and measurable definition of testing adequacy based on functional re-
quirements and forces test developers to provide correct results only on the
base of their understanding of the functions under test. Both disadvantages
can be overcome by diligence and cross-checking, but not for large-scale sys-
tems.

The usual approach to formal specification and further testing of distributed
software are based on some kind of transition systems – it may be labeled transi-
tion systems, input-output automata, and systems of communicating (extended)
finite automata. Theoretical background for most part of those works was laid
by J. Tretmans [27,28]. He proposed a formal definition of conformance rela-
tion between specifications and system under test and a method for test case
generation based not only on possible inputs and outputs of the system under
test, but also on special quiescent states where the system could not produce
any output without some input from the environment. A series of tools based
on those ideas were developed in the academic community, the most prominent
from them are TGV [29] and TorX [30]. Some of those tools can take formal de-
scriptions in such languages as SDL, LOTOS, or Estelle as input. In 2001-2003
years those tools were integrated into common environment developed in the
AGEDIS project [31]. It includes uniform testing tool architecture and UML-
based statecharts as standard input for such tools.

Transition systems used for automatic test generation proved to be very
useful instrument, but they have the following disadvantages.

– State explosion problem. When one tries to model a real system on a detailed
level, he obtains an unmanageable model with huge numbers of states and
transitions. This is a demonstration of more serious drawback – transition
systems can hardly be decomposed to separate different concerns and func-
tions, they usually require considering the system as a whole to get valuable
results. Design by Contract looks much more promising in this view since it
provides a method to consider components of a complex system separately.
In UniTesK state explosion problem can be overcome with the help of state
factorization technique.

– Inefficient processing of nondeterminism. It is rather hard to introduce non-
determinism natural to distributed applications in transition systems and
keep them useful. Most of them become inoperative after such a procedure.
So, some special actions are always needed to introduce necessary nonde-
terminism in such a model. Contract based approach incorporates it nat-
urally by stating the corresponding predicates in postcondition. Combina-
tion with factorization technique used in UniTesK, although not reducing
concurrency-related nondeterminism to negligible level, makes it much more
manageable.
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5 Conclusion

The paper proposes an extension of Design by Contract approach for distributed
network applications. The main extensions are constructs for specification of
component-environment interaction through inverse interfaces and asynchronous
events. Correctness of concurrent events is checked according to sequential se-
mantics – a set of events is considered to be correct if and only if it can be
ordered into a sequence conforming to all the contracts involved.

The extended DbC approach is used in practice-oriented UniTesK test de-
velopment technology to construct conformance test suites in automated man-
ner. UniTesK tools uses specifications in extension of programming languages
(C, Java, and C# are supported now) to make them accessible and useful for
ordinary industrial developers without background in formal methods. Although
the approach and the test development technology based on it seems to be quite
general, there are a lot of technical issues concerning their use in testing appli-
cations through GUI or Web interfaces, or through interfaces including timing
events. Those issues should be resolved in future development. Since UniTesK
tools were already successfully used in several industrial projects, the authors
consider the proposed approach quite mature to be used in practical development
of standards, distributed applications, and corresponding test suites.

The focus point of the approach presented is integrated process of standard
formalization and conformance test suite development for it. This provides the
following advantages.

– Standards are intended to state not only the common syntax of interfaces,
but the common understanding of the functionality of the services described.
Formalization removes a lot of ambiguities and misunderstandings, makes
this functionality clearly stated, and so prevents a lot of potential problems
with interoperability, sustainability, and dependability of future applications
based on this standard.

– Formally stated functionality opens the door to automated conformance test
suite construction, which decrease the effort to produce conforming appli-
cations and also make them more qualitative. In addition it gives a natural
measure of testing adequacy in terms of requirements – one can precisely
say now what is tested and what is not, to what degree some application
conforms the standard and to what degree it breaks it.

Standards and development of infrastructure for distributed network applica-
tions attract more and more attention now. Neglect of the modern specification
and automated conformance testing techniques has negative influence on both
the quality of approved standards and the dependability of the systems developed
on their base. Maybe, the same causes inhibit advancement of component-based
development as a whole and growth of independent software vendors in particu-
lar. At the same time, the main restrictions of possible development are imposed
not by the lack of adequate methods and tools, but by the lack of engineering
staff having corresponding skills and experience in their application in practice.
Our experience shows that this problem can be solved successfully.
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Appendix

specification typedef struct account model {
int balance; int change; bool event;

} AccountModel = {};

invariant typedef AccountModel Account;

invariant int MaxCredit = 3;

invariant (MaxCredit) { return MaxCredit >= 0; }

invariant (Account * acc) { return acc->balance + acc->change >= -MaxCredit; }

typedef Integer AccountID;

Map * bank; // A map from Account ID to account

specification void deposit(AccountID *id, int sum) {
Account * account = get Map(bank, id);
pre {

return (sum > 0) && (account != NULL)
&& (account->balance + account->change < INT MAX - sum)
&& (account->change < INT MAX - sum);

}
post {

return (account->balance == (account->balance))
&& (account->change == (account->change) + sum)
&& (account->event == true);

}
}

specification void withdraw(AccountID *id, int sum) {
Account * account = get Map(bank, id);
pre { return (sum > 0) && (account != NULL); }
post {

if(account->balance + account->change < sum - MaxCredit) {
return (account->balance == (account->balance))

&& (account->change == (account->change));
} else {

return (account->balance == (account->balance))
&& (account->change == (account->change) - sum)
&& (account->event == true);

}
}

}

specification typedef struct account notification {
AccountID * id; int change;

} AccountNotification;

reaction AccountNotification * update() {
Map * bank saved = clone(bank); int i;
pre {

for (i = 0; i < size Map(bank); i++) {
if(((Account*)get Map(bank, key Map(bank, i)))->event) return true;

}
return false;

}
post {

Account * account saved = get Map(bank saved, update->id);
Account * account = get Map(bank, update->id);

return (account saved != NULL) && (account != NULL)
&& (update->change == account saved->change)
&& (account->balance == account saved->balance + account saved->change)
&& (account->change == 0) && (account->event == false);

}
}

Fig. 2. Example of specifications in C extension
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Abstract. Enterprise services play an important role in these days’ business en-
vironments. With the growing incidence of web services, the web service-based 
collaboration of systems is spreading. This leads to a large number of depend-
ing services. As these components form critical business applications, the avail-
ability and performance aspects of them are critical. We introduce in this paper 
a method that collects the QoS requirements of the high level services and 
propagates them through the dependencies to lower levels. Our tools also gen-
erate an optimal deployment configuration to a definite set of server nodes that 
guarantees the required availability and performance characteristics for all  
services. 

1   Introduction 

Nowadays, enterprises heavily depend on the quality of the service (QoS) they pro-
vide. In many cases, this quality of service primarily depends on the quality of their 
business IT systems. Such applications not only have to deliver a service with correct 
functionality (e.g. a bank transaction withdraws the right amount of money from our 
bank account), but these services has to meet several non-functional requirements 
(e.g. bank customers would expect the system to be available when they access it). 

While non-functional requirements (such as performance, reliability, and availabil-
ity) play an important role in business IT systems, QoS issues are neglected when 
designing such systems. Typically, the QoS assessment of a system is deferred until 
the deployment phase, which is frequently too late: if the deployed system does not 
meet its QoS requirements, it will cause an immense increase in the cost of  
the project.  

To avoid these risks, the fulfillment of these QoS attributes has to be validated 
throughout the entire lifecycle of the project. Due to the increasing success of the 
Model Driven Architecture (MDA) [1], such a validation preferably starts from a 
model-based estimation / prediction of the QoS parameters carried out in a very early 
phase of the design.  

Enterprise systems consist of many heterogeneous hardware and software compo-
nents that form a logically and physically distributed infrastructure. The prediction 
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and calculation of the QoS attributes in such an environment is difficult, because of 
the high number of dependencies between software components. 

In the current paper, we present a method for model-level calculation of availabil-
ity and capacity requirements for enterprise services and application components. Our 
method takes the QoS attributes of the highest level services that are directly accessed 
by users and propagates these values to the lower levels. Using a hardware catalog, 
we also synthesize the optimal hardware architecture for running the services while 
maintaining the required availability and performance characteristics. 

We illustrate our results with an example on Java 2 Enterprise Edition (J2EE) plat-
form that is widely used and supported by software vendors like IBM, SUN, BEA, 
and many more. 

2   Standards and Technologies 

The development methodology of enterprise systems usually integrates several tech-
nologies and standards in the fields of design and implementation. We introduce the 
most commonly used of these in the following sections. 

2.1   Model Driven Architecture 

MDA[1] (Model-Driven Architecture) is an emerging concept of the OMG (Object 
Management Group). Its main goal is to provide a framework for model-based system 
development, even in rapidly changing hardware and software environments. In par-
ticular, MDA addresses the challenges of todays highly networked, constantly chang-
ing system environments by providing an architecture that assures cross-platform 
interoperability, portability and reusability of software components. 

MDA recommends starting the design with a platform-independent model (PIM) of 
the application. This focuses on the functional requirements, business logic, and the 
logical data structures, independent from any implementation technology e.g. J2EE. 
The suggested modeling language is UML 2 [2]. 

The next (automated) step is transforming the model to one or more PSMs (Plat-
form Specific Model), which now contains information about the running middleware 
and other platform components. 

The final step of the MDA design flow is the code generation phase. This is a 
largely automated process, which yields the source code of the application. The de-
velopers can extend the generated code with manually written parts. 

The main advantage of MDA is the portability of software components between 
platforms, without manually recoding the application. This reduces the costs and 
time-to-market of the new versions, while reducing the probability of errors and po-
tential security leaks caused by manual coding. 

2.2   Enterprise Services 

In addition to delivery the proper functionality, enterprises today need to extend their 
reach, reduce their costs, and lower the response times of their services to customers, 
employees, and suppliers. 
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Typically, applications that provide these services must be integrated with the ex-
isting enterprise information systems (EISs) with new business functions that deliver 
services to a broad range of partners. The services should be highly available, to meet 
the needs of today’s global business environment; secure, to protect the privacy of the 
business partners and the integrity of the enterprise; reliable and scalable, to ensure 
that business transactions are accurately and promptly processed, and business growth 
can be followed by the software and hardware infrastructure. 

The second important aspect of services besides the functional requirements is the 
quality-of-service (QoS) attributes of the services. Services are commercial in most 
cases, so the availability and proper performance of the services is an important point. 
The guaranteed QoS attributes are defined in a Service Level Agreement (SLA). This 
acts as a contract between the service provider and the user. 

In most cases, enterprise systems are implemented as distributed multi-tier applica-
tions. The middle tier functions are grouped into web services and can be automati-
cally discovered and used by partners, allowing the automatic intra-enterprise collabo-
ration. This leads to a distributed, multi-organization service oriented architecture 
(SOA) [3] that involves many partners and service endpoints. 

Several standards have been developed to ease the integration of basic services into 
complex processes. One of the most commonly used ones is the Business Process 
Execution Language (BPEL) [4] that is supported by the greatest software and middle 
tier vendors. BPEL can be used with services running on various platforms, such as 
Microsoft .NET and J2EE. 

2.3   Design for High Availability in J2EE 

We introduce the basic architecture and common redundancy patterns of the Java 2 
Enterprise Edition (J2EE) platform. This introduction is based on the 1.4 version of 
the J2EE specification [5]. 

2.3.1   J2EE Architecture 
The basic architecture of J2EE is built up from at least three tiers. 

The first tier is responsible for data persistence. This layer consists of so called en-
tity beans. Beans represent the smallest independent software components in Java. An 
entity bean maps to a row in a relational database table. The entity beans and their 
EJB container manage the creation, storage, and retrieval of application data. The 
architecture also defines transaction support for bean methods. 

The second tier of the architecture is responsible for the implementation of busi-
ness logic. This tier is made up from session beans that collect the business methods 
required by the application logic and may also contain message-driven beans that 
support asynchronous communication with reliable messages. 

The third (presentation) layer of the architecture is responsible for the implementa-
tion of application user interfaces. Web clients use the HTTP interface of the server to 
access the web pages that are dynamically created by the servlet container of the J2EE 
server. 

The J2EE architecture defines the infrastructural services that are needed to exe-
cute enterprise applications therefore the developers do not need to create custom 
interfaces to naming, authentication, message queuing, and database servers. 
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2.3.2   Redundancy Patterns 
There are several patterns for creating redundant J2EE server architecture for high 
availability and load balancing solutions. The basic concept behind these techniques 
is clustering. A cluster is a set of computers which all run the same J2EE application 
and communicate with each other to determine the set of currently active nodes and to 
synchronize their internal state. 

The incoming requests are distributed between the running nodes to provide load 
balancing. If a node goes down, the other nodes take over its workload. This results in 
higher availability, because the failure of a single node does not directly affect the 
availability of the services and applications. 

2.3.3   Existing Development Environments 
Today’s development environments (such as IBM Websphere Studio and Microsoft 
Visual Studio .NET) focus on modeling the functionality of applications, and the 
generation of the source code skeletons for software components. They do not sup-
port, however, the definition and evaluation of QoS attributes such as availability and 
performance. The evaluation of the non-functional parameters is deferred to the test-
ing phase of the development. 

The capacity design of the hardware infrastructure environment that runs the appli-
cation is not supported by any automated tools; therefore designers have to manually 
create the deployment plan and tune the hardware infrastructure to achieve the needed 
availability and performance levels. 

2.4   Fault Model 

Enterprise application server nodes consist of several layers of hardware and software 
components. We assume that errors can only occur in lower levels (illustrated by 
Figure 1), either in the hardware or in the operating system level. Errors of the higher 
level components can be easily and rapidly detected and repaired by the local man-
agement agent that can restart the failed component. 

Hardware and operating system errors cannot be repaired as fast as the higher level 
errors. This results in a much longer downtime. Even if the severity of the hardware 
errors is lower than the software errors, the overall service downtime is much higher 
because of the longer repair time. 

 

Fig. 1. Application server components 
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Our fault model is applicable if we can suppose that the higher level software com-
ponents are stable enough not to cause a significant downtime. Commercial J2EE 
application server software and database management software meet this requirement. 
As the application modules are typically generated by automatic code generators from 
a higher level model, such as BPEL (Business Process Execution Language), we 
suppose that the application components cause no errors. 

The fault model introduced here has several limitations. If running on a depend-
able, highly redundant hardware, where hardware component and operating system 
errors do not cause system restart (for example, in a massively parallel system) higher 
level software errors will be dominant in service downtime. 

As in most cases business software components are running on entry or medium 
level servers where the fault hypothesis is satisfied. 

3   Modeling Technique 

We introduce the modeling techniques used for representing the functional and QoS 
aspects of the systems in the following sections. We used the standard UML Profile 
for J2EE for functional modeling with several extensions to allow the representation 
of the QoS aspects of system components. 

We illustrate the explained concepts with a running example. 

3.1   Running Example 

Our example is a simple order processing and stock management system. It receives 
orders from customers, prints invoices and generates backorders to part suppliers if 
necessary. It consists of several services. 

The partner service is responsible for storing and retrieving the partner data, such 
as name, address, payment and discount options. The product service offers access to 
the various data of the companies’ products such as name, price, and description. 

The stock service manages the administration of the product’s stocking and move-
ments. It relies on the product service. The actual stock state can be queried for a 
specific product, and goods movements can be administered. The accounting service 
is used to create invoices for customers who order goods from the company. This 
service relies on the partner service. The ordering service that relies on the product, 
the stock and the accounting services manages the incoming product orders. 

The backorder service is responsible for the creation of backorders to parts suppli-
ers if a specific product runs out of stock. This service uses the product, stock and 
partner services. It is automatically invoked periodically and checks the stock state. 

Each service bean uses an entity bean to get access to business entity data. For ex-
ample, the ordering service uses the OrderBean to access the data of living orders in 
the system. All entity beans use the same database to store their data. 

The services are grouped into three EJB containers and a database module.  
Figure 2 illustrates the deployment units of the system. 



 Model-Based Optimization of Enterprise Application and Service Deployment 89 

«EJBContainer»
ordering

+ AccountingService

+ InvoiceBean

+ InvoiceItem

+ OrderBean

+ OrderingService

«EJBContainer»
partner

+ BackOrderService

+ PartnerBean

+ PartnerService

«EJBContainer»
product

+ ProductBean

+ ProductService

+ StockBean

+ StockService

database

«depends»

«depends»

«depends»

«depends»

«depends»

«depends»

 

Fig. 2. Deployment units in the system 

3.2   Modeling J2EE Components 

Modeling J2EE components in UML is standardized by several UML Profiles, for 
example the UML Profile for EJB [6]. The standard UML classes are extended with 
stereotypes and tagged values to provide information about the J2EE-specific proper-
ties of the system components. 

The EJB profile defines several stereotypes for marking the various types of Enter-
prise Java Beans. The “SessionBean” stereotypes marks the session beans, and the 
“EntityBean” marks the entity beans. Several other types (for example, message 
driven beans) and subtypes (container, or bean managed persistence) of components 
can be defined, but these are only necessary for the code generation, not for the QoS 
analysis. 

3.3   Modeling Non-functional Requirements 

3.3.1   Representing QoS Attributes in UML Models 
Non-functional requirements are out of the scope of the EJB profile described earlier; 
therefore these properties have to be modeled in another way. Modeling non-
functional aspects of systems is described in UML Profile for Schedulability, Per-
formance, and Time [7], and in UML Profile for Quality of Service and Fault Toler-
ance [8]. These profiles define elements for the specification of non-functional (for 
example, performance and availability) parameters of system components. 

In our architecture, the service access points are either web services (represented 
by stateless session beans) or session beans (either stateful or stateless). This means 
that the QoS attributes are defined for these components, and has to be automatically 
propagated to lower level ones. Other session beans and entity beans work at lower 
levels to provide basic services for the others and provide access to databases. 

• The QoS attributes that are used in our work are the expected availability and the 
peak workload of services. 

These two attributes are specified as tagged values (QOS_Availability and 
QOS_Workload, respectively) for the components. Our optimization method also 
needs the component dependencies to be defined, with the help of standard UML 
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dependencies. This way, our transformation can compute the needed QOS aspects of 
the lower level components. 

As the unit of deployment in J2EE is the EJB module, which is a set of Enterprise 
Java Beans, we need to propagate the QoS attributes of beans to these modules. EJB 
modules are represented by UML packages in our models. A package gets the maxi-
mal availability requirement and the sum of the peak workload of its components. 
These values are used in the further calculations. 

3.3.2   QoS Attributes in the Example 
Not all services in our example have QoS attributes, because the source model con-
tains only those attributes that are defined for the external available, complex ser-
vices. The attributes for the other services will be automatically calculated by the 
optimizer. 

As mentioned before, the QoS attributes are propagated to the EJB modules. The 
results are illustrated in Table 1 (N/A means that no explicit constraints are defined). 

Table 1. Calculated QoS parameters for the EJB modules 

Module name Availability Workload 
Product 99.9 200 
Partner 99.9 22 
Ordering 99.99 50 
Database n/a n/a 

3.4   Modeling Available Physical Components 

In our scenario physical system components are server computers that can run J2EE 
applications. UML Components represent the server types in our model. 

3.4.1   Performance Metrics 
There are several industrial standard benchmarks that measure the overall perform-
ance of a server system with all of its hardware and software components. One of 
these is the TPC-W benchmark developed by the Transaction Processing Performance 
Council. This test measures the performance of a web-based transactional system. As 
enterprise services are web services, this benchmark can be used as a reference for the 
overall system performance. 

The model of the server components has a tagged value called “performance”, 
which holds the number of the served requests determined by the TPC-W benchmark. 
This will be used to determine the capacity (maximum workload) of the server. 

3.4.2   Component Costs 
The server components also have an associated cost value that indicates the TCO 
(Total Cost of Ownership) value of the server, including the cost of all hardware 
(processor, memory, disks, UPS, and so on) and software (OS, application server, 
management tools) components, and all associated services (extended warranty, on-
site service) for a given period of time. 
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The time factor depends on the desired lifetime of the service or application that is 
served. In case of applications with long life cycle, the basis of the calculation could 
be the expended life cycle of the server farm. The typical length of the lifecycle of 
servers is around 2-3 years. To make the cost of the possible server choices compara-
ble, the time factor should be universal for the whole model. 

The components have a tagged value called “TCO” to hold the Total Cost of Own-
ership value. 

3.4.3   Component Availability 
The third QoS value that is attached to servers is the availability. This attribute de-
pends on the hardware, software, and also on the value added services offered to the 
specific server. Hardware suppliers specify the MTBF (Mean Time Between Failures) 
value for computer hardware. This can act as a starting point of availability calcula-
tion. As mentioned before, we handle only hardware and operating system errors, as 
the potential downtime they can cause is much higher than is case of higher level 
software component errors (application server or database server components), be-
cause the software components can be efficiently monitored and restarted in case of 
errors. 

If we want to achieve high availability, software errors play also an important role, 
as the 30-60 sec typical restarting time of a J2EE application server can also affect the 
availability of a critical service. In this case, the system adds extra redundancy to 
avoid the unavailability of service. 

Availability (A) can be calculated from the MTBF value and the MTR (Mean Time 
to Repair) by the following formula (1).  

A = MTBF/(MTBF/MTR) . (1) 

Availability is also attached to the server components by a corresponding tagged 
value. 

3.4.4   Component Cardinality 
The last attribute of physical system components that is required for our analysis is 
the maximum number of available instances of a given server type. This is important 
if we want to deploy the needed services on an existing infrastructure. The number of 
the server instances is stored in tagged value “max_instances”. 

3.4.5   Physical Components in the Sample System 
In this sample system we have three different server machines that can be used for 
serving the application. The performance and availability data of the servers are ap-
proximate values as we do not know the exact service contracts data and resale prices 
for these machines. 

The first configuration is an entry level Intel x32 server that can process 90 re-
quests per minutes and has an availability of 97%. Its TCO is 2500 Euros. 

The second configuration is a more robust Intel x32 server that can process 170 re-
quests per minutes and has an availability of 98%. Its TCO is 3700 Euros. 

The third configuration is a robust multi processor PowerPC server with redundant 
components and can process 1400 requests per minutes and has an availability of 
99.9%. Its TCO is 18000 Euros. 
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4   The Optimization Workflow 

We introduce our code generation and architecture synthesis methods in this section. 
We have been used our general-purpose model transformation system for the imple-
mentation of the required transformations and code generation scripts. 

4.1   Architecture Synthesis 

The process synthesis consists of two main steps (see Fig. 3). The first step is the 
transformation of the UML model of the system to a special format that can be im-
ported to the optimization program. The program that is used for the synthesis is the 
second step of our workflow. The result of the process is the recommended architec-
ture of the system. In parallel with the optimization, the source code of the system 
components can also be generated with commercial code generators or the VIATRA 2 
framework. 

UML Model

Source code

QoS data of service
and servers Optimized

deployment structure

optimization
model

transformation

code generation

 

Fig . 3. Model processing workflow 

4.1.1   Model Transformation 
The first basic step of the transformation is the propagation of the bean QoS values to 
the EJB modules as described earlier. Each EJB module inherits the maximum avail-
ability and aggregates the performance value of its beans. 

The second step is to propagate the bean dependencies to the modules. An EJB 
module depends on an other one if at least one of its beans depends on one of the 
beans in the other container. 

After all QoS attributes and dependencies have been propagated to EJB containers, 
the transformation program generates the input file for the optimization program by 
the traversal of the UML package structure. It prints out the defined capacity and 
availability requirements and dependencies for every UML package that is marked 
with the stereotype EJBModule.  

4.1.2   Deployment Optimization 
We developed a simple command-line application that computes the optimal deploy-
ment pattern for the input system. It takes the input file with the system services and 
available hardware components and generates the optimal system configuration as 
output. 

The arrangement of EJB modules between servers is a special optimization task. 
There are finite number of resources and finite number of software modules that must 
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be related to each other. There are also several special constraints that describe the 
QoS constraints and dependencies of the components. 

The goal of the optimization process is to minimize the overall system cost while 
providing the necessary system availability and capacity. 

4.2   Implementation Technology 

We have developed VIATRA [9], our general model transformation system, in order 
to support the dynamic, multilevel metamodeling features of VPM [10], and ge-
neric/meta transformations [11]. The main intended usage of our framework is de-
pendability evaluation and optimization of business process workflow models and 
UML models. 
A source user model (which is a structured textual representation such as an XMI 
description of a UML model exported from a CASE tool) is imported into the VPM 
modelspace. Transformation specifications can be constructed by combining graph 
transformation [12] and abstract state machine [13] rules. These rules can be created 
within the framework or in a UML tool using a special profile (and, in the future, 
using the QVT standard). 

The rules are then executed on the source VPM model by the generic (higher-
order) VIATRA rule interpreter in order to yield the target (VPM) model. Finally, the 
target model can be serialized into an appropriate textual representation specific to 
back-end tools. 

The VIATRA 2.0 framework is implemented as a set of plugins for the Eclipse 
framework [14] that is a widely used open-source system development and modeling 
framework. 

5   The Mathematical Model for Optimization 

Optimization, in general, means a method that searches a point in the problem space 
that satisfies the defined constraints, and the objective function has a maximum (or 
minimum) value. Several special optimization problem classes have been defined, for 
example the traveling agent problem.  

5.1   Our Optimization Problem 

5.1.1   Initial Steps 
The first step of the optimization process is the calculation of the aggregate workload 
of software modules. The developer only has to specify the direct workload for a 
specific container (the actual requests from clients) but the capacity needs to depend 
also on the indirect workload (calls from depending services). In our simple model, 
we suppose that a dependency represents a single call to the target service. 

The calculation of aggregate workload is a recursive expression that calculates the 
workload as a sum of the direct workload and the additional workload of depending 
services (expression (1)). The depends(i) is a set of services that depend on service i. 
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5.1.2   The Workload Constraint 
The workload constraint means that the aggregated capacity of all deployed software 
modules on a specific machine must not exceed the capacity of the machine. A further 
tuning possibility is to define a saturation factor (SF) that specifies the maximum rate 
of workload on machines. Expression (2) specifies the workload constraint. 

∈
≥∗∈∀

)(

)()(:
mdeployeds

sWorkloadSFmCapacityHWm  
(2) 

5.1.3   The Availability Constraint 
The availability constraint specifies that the actual availability of each service must 
be at least as high as the required availability. The actual availability of a service 
can be calculated from the availability of the hardware that runs the service  
and the availability of depending services. Expression (3) specifies the availability 
constraint. 

A service is available if the hardware it is running on is available and all the re-
quired services of the specific service are available. We suppose that if a hardware 
unit is running then all services deployed on it are running as well. We also suppose 
that all hardware nodes are independent, which means that all of them have their 
own uninterruptible power supply, disk subsystem, and so on. 
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5.1.4   The Objective Function 
The objective function of the optimization process is the overall cost of the system, as 
described by expression (4). The total cost of the system is the aggregation of the 
product of the cost and the actual number of the defined hardware components. 
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5.1.5   The Solutions 
A solution of the problem is a mapping between computers and software modules that 
satisfies all constraints. Solutions are computed by a backtrack algorithm that tries to 
build the mapping step-by-step while maintaining the constraints. The optimal solu-
tion is the solution that has the lowest overall cost. 
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5.1.6   Additional Steps 
If the required availability or performance levels cannot be reached using the basic 
hardware types defined in the model, the optimizer applies the J2EE redundancy pat-
terns for the design. This means that the program creates clusters from the basic hard-
ware nodes to raise the availability and performance of a server. If the availability 
requirements do not allow single point of failures in the system, the developer can 
specify that only redundant arrays of machines can be used during architecture syn-
thesis. This means that the program creates clusters even if the performance and avail-
ability of a single computer could satisfy the needs of the services. 

The capacity of a cluster consisting of several nodes can be lower than the sum of 
the capacity of the nodes. That is because various synchronization messages and algo-
rithms that are running on nodes. The typical value of performance loss depends 
highly on the actual server software, but it can be measured or taken from server 
benchmarks. Our tool supports the definition of a “performance loss percent” that is 
subtracted from the sum performance of the cluster nodes. If the services only use 
stateless session beans and entity beans, this loss is negligible in most cases. 

More components (EJB containers) can be deployed on the same server if the 
hardware has enough capacity for running all the services. This ensures that the work-
load of the servers will be nearly equal, and the hardware costs will be minimized. 

The optimization program calculates the optimal configuration of services and 
hardware nodes using the explained equations and constraints. The output of the pro-
gram is a list of services and the associated hardware nodes. This defines the sug-
gested configuration of the system. 

5.2   Optimization Results of the Example 

The optimal configuration with the original QoS attributes is to create a four node 
cluster from the medium level server. This configuration has an availability of more 
than 99.99999% and a total cost of 14800 Euros. All services are deployed to this 
single cluster.  

If we suppose that the business grows very rapidly and the workload grows to the 
tens of the original. The optimal architecture in this case is to create a two node clus-
ter form the third server that runs the database, and the partner modules, an other two 
node cluster from the third type that runs the product module, and a three node cluster 
formed from mid range servers that runs the ordering module. 

The total cost of the system is 83100 Euros. This is 5.6 times more than the origi-
nal, but offers 10 times more performance. This shows that a few of large but expen-
sive servers can be used for serving heavy workloads, but for small workloads clus-
ters built up from cheap servers can be used successfully.  

6   Related Work 

The model-driven analysis of QoS attributes of component-based systems under de-
sign has recently become a hot research topic. Primary focus is usually put on per-
formance issues such as, e.g., in [17,18,19]. The early assessment of traditional de-
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pendability attributes is carried out in [20,21]. In most of these papers, a traditional 
transformation-based approach is followed where the QoS parameters are generated 
from a higher-level initial model (semi-)automatically. In contrast to these ap-
proaches, we focused on availability and cost parameters of deployment.  

In [22], the authors define a method for dependability analysis of systems based on 
UML models. The basic idea behind that method is the transforming UML models to 
Timed Petri Nets (TPN). The starting point of the method is the architectural level 
model, so it works on a static infrastructure and does not modify the systems  
architecture. 

In [23], the authors define a method for dependability analysis of systems based on 
UML models. The basic idea behind that method is the transforming UML models to 
Timed Petri Nets (TPN). The starting point of the method is the architectural level 
model, so it works on a static infrastructure and does not modify the systems  
architecture. 

Probably, the most closely related work is that work of Bastaricca et al. [15], where 
the authors describe two deployment optimization methods that can be used in a dis-
tributed component-based environment. Both algorithms do the optimization of the 
deployment, but they work on a static infrastructure that cannot be modified. This 
way, they cannot be used for infrastructure planning, only for deployment on existing 
hardware environments. Moreover, the algorithms do not optimize for TCO, but for 
network utilization. 

7   Conclusion and Future Work 

Enterprise services play an important role in today’s business environment. Besides 
the functional requirements the quality-of-service attributes are also more and more 
important. The most commonly used development environments do not support the 
handling of QoS attributes like availability and performance requirements of services. 

In the paper, we introduced an approach to generate the optimal deployment plan 
for a set of enterprise services based on the UML model of the system and a hardware 
specification catalog. Our method ensures that the deployed system will keeps the 
availability and capacity constraints defined by the system model. 

The current method is applicable only in design time, thus further improvements 
has to be made to extend its capabilities to allow the runtime reconfiguration of the 
systems. This will enable the automatic tuning of system availability and performance 
reflecting to the changes in the environment (the growth of the workload or the per-
manent fault of a server node). 

To achieve this functionality, our optimizer need to be connected to a systems 
management software such as IBM Tivoli [16] that collects runtime information about 
the usage statistics and state of services and hardware nodes. 

Further research has to be done for discovering methods to a finer granularity 
workload prediction that relies on the behavioral model of the services (for example it 
discovers that a service uses another several times). Other methods has to be devel-
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oped to predict the relative weights of service executions to distinguish more complex 
services as they cause higher workload as simple services. 
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Abstract. In this short position paper we argue that dependability
technologies must be based on best-effort engineering principles, if they
are to be useful for general-purpose enterprise and consumer IT. We
will explain why ‘best-effort based dependability’ is not an oxymoron,
but, instead, a necessity. We will also argue that service-orientation fits
the best-effort engineering philosophy, and in that sense is part of the
panacea for high-availability.1

1 Best-Effort and Dependability

We make the following observations:

– reliability and availability is increasingly important in enterprise, home and
other networked IT systems

– these systems must rely on best-effort designs, which focus on scalability and
simplicity over reliability and availability

– improving reliability or availability will always be at the cost of some other
system property (such as scalability, ease-of-use, extensibility)

We conclude from these observations that traditional dependability solutions
are typically ill-suited to respond to the demand for increased dependability,
simply because they would sacrifice the system’s scalability or other properties
to too large an extend. Instead, to improve dependability properties of enterprise
and consumer IT systems we require technologies based on advanced best-effort
methods. Only then can dependability be improved without sacrificing other
important system properties.

Advanced best-effort has the following implications on dependability design
and research. First, we have to relax the stringency of the properties we are
after. Instead of strict reliability guarantees, we need a probabilistic statement,
or even a subjective statement about the objective. Subjective statements are
possible, since they can be verified after the fact through user questionairres and
1 This article is based on the author’s position statement at ISAS 2005 during the

panel discussion on ‘Are Service-Oriented Architectures the Panacea for the High-
Availability Challenge?’

M. Malek, E. Nette, and N. Suri (Eds.): ISAS 2005, LNCS 3694, pp. 99–101, 2005.
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other information-gathering techniques. Secondly, as a consequence of dealing
with less rigorous properties and designs, we have to be willing to rely on ‘good
engineering’, trusting that sound design choices with dependability in mind, will
indeed lead to improved dependability. We will not be able to proof a priori if
dependability increases, and we therefore need to build up a body of process and
engineering methodology that is known to ‘do good’ for a system’s dependability.
Finally, the fact that we can not define and proof system dependability a priori
is compounded by the unpredictable usage, behaviour and attacks exhibited
by modern and future IT systems. This implies that we must stress run-time
measurement, based on which systems can be tuned, adapted and evolved in
response to observed changes or unsatisfactory dependability.

2 Service-Orientation and Panacea

The above call for marrying dependability and best-effort can be seen in many
lights. We argue it is absolutely necessary to combine these two elements to have
impact on enterprise and customer IT systems. Obviously, this approach can not
lead to systems that are as dependable as airplanes, nuclear power plants and
other safety-critical systems. However, researching and practising best-effort de-
pendability can lead to a body of processes, methodology, engineering guidelines
and theory that can form a tool box for improved dependability for a wide range
of enterprise and consumer systems. If anything comes close to a panacea for
high-availability, it is marrying dependability and best-effort.

The best example to date of the power of best-effort dependability is TCP,
but many more examples exist. In fact, all dependability work that is concerned
with the problem of scalability, must compromise dependability to some extend
(e.g., probabilistic protocols for consistency). This is a symptom of best-effort
dependability. The call for autonomic computing solutions from the IT industry
has a best effort flavour, although the vision statement in [2] poorly reflects
the inherent limitations (in terms of achievable dependability) of introducing
probabilistic and statistical approaches.

At the application level, we consider service-oriented architectures a piece
of the solution [3]. Breaking up functionality, and limiting the dependencies
between services, is part of the principles that one needs to follow to design
dependable systems for enterprise and consumer IT. At the same time, such
loose coupling implies that it is harder (or practically impossible) to implement
certain dependability properties, such as exactly-once transactions. As with any
form of best-effort dependability, adhering to service-orientation implies that one
loses certain dependability options, but that is unavoidable when dealing with
open, large-scale enterprise and consumer systems.

Note: Further discussion along above lines can be found in [3]. The call for
dependable general-purpose systems by IBM can be found in the autonomic
computing manifesto [2]. An interesting sample of recent research in the area of
dependable, scalable systems can be found in the ‘self-*’ book [1].
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Abstract. Service-oriented architectures (SOA) are based on a
paradigm that aims at facilitating the management of business processes.
Services are business relevant functionalities that are transparently pro-
vided by one or more applications. This simplified view on SOA has
little in common with the view on technical and non-functional system
properties from the high-availability research area.

After the presentation of service examples taken from various research
approaches this position paper introduces a service layer model delimit-
ing the notion of services. It is shown that specific layers of this model
can help to determine and increase the availability of business processes.
Furthermore the usability of service composition is questioned. The out-
look in the last section of this position statement dares to predicts a shift
from service-orientation to event- and business-orientation.

1 What Is a Service?

When discussing services or service-oriented architecture it is crucial to have a
common terminology. Lately the term service has been overstrained and is fre-
quently used at random. Asking someone 10 years ago to give an example for
a service might have resulted in an answer like ’having one’s hair cut’. During
the last few years service has increasingly become a technical term. However, it
still remains unclear what exactly a service is, even in the world of IT. The term
is used for end-user services which are provided by a web site (e.g. ordering a
book or home banking) as well as for the so called web services. The latter do
not have a precise definition either. Related articles on service-oriented archi-
tecture state that amazon.com itself can be considered a web service [1]. Other
approaches define a web service as a component with a SOAP-based access to
its operations [2]. Especially in the telecommunication industry services are used
for protocol-centric functions provided by networks. Recently Foster, et.al. [3]
have introduced the grid services concept whereas Fremantle [4] and Krafzig,
et.al. [5] adhere to enterprise service architectures. This ambiguity shows that a
clustering of service types inside a layer model is mandatory.
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2 Service Layers

Different views can be applied to introduce layers into the SOA world. The
first one is a view on the usage scenario of the services provided by an SOA;
technical properties define the layers in the second view. These differentiating
views on SOA are crucial to avoid confusing comparisons of usage-oriented and
technology-based service clusters.

The most coarse-grained service type can be found in the enterprise service
layer. Services on that layer can be accessed from outside the service provid-
ing entity. Therefore, they need to be very expressive and easy to use. In most
cases a service from this layer triggers or is part of a business process contain-
ing outsourced activities. The second layer contains all intra-enterprise business
processes that are provided as a service. Those mostly composite services are ad-
ministered by a process execution engine holding the state of the process during
its enactment. The layer below mainly contains stateless services which provide
access to specific functionalities of a certain application domain. Access to data
objects is granted by the data-centric services of the lowest layer. They can be
invoked to create, read, update, or delete (CRUD) data objects. Figure 1 shows
this layer model that is compatible to the model presented by Krafzig, et.al. [5].

Fig. 1. Usage scenario-oriented service layer model

Notice that this layering shows that the non-functional and architectural
requirements for services strongly depend on their usage scenario. Services on
layer 1, for instance, have stricter requirements for security, whereas services on
the lower layers need to perform better. The technology that provides services
also differs between the service layers. Standardized web service interfaces are
needed for public access whereas the lower layers can be implemented using, for
instance, a high performing message bus.

Thus, it makes sense to introduce a second layer model that is derived from
a more technical view on SOA (see Fig. 2). In this model the transparency of the
service providing technology decreases from top to bottom while the reusability
of the services increases. Layer 1 contains the traditional services (e.g. having
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one’s hair cut) that do not involve any computational resources. Frontend ser-
vices are provided by a user interface (e.g. ordering a book at amazon.com). The
web services world is represented by the third layer. Layers 4-7 contain function-
alities that are sometimes also perceived as services. They range from component
interfaces (CORBA, COM, RMI) to grid services or even CPU-cycles.

Fig. 2. Technology-oriented service layer model

Because of the immense differences between the various service layers in
different views, perceiving everything as a service is misleading. If you name
everything a service you can accordingly call every architecture a service-oriented
architecture. Consequently, the specific benefits of a real SOA blur. Thus, a
layering like the aforementioned helps to define clear conceptual differences and
to expose its value-adding concepts. Therefore, the following chapters use the
term service for services in usage scenario layers 1 and 2 and technological layer
3. In doing so, I follow the initial concepts on service-orientation as published
in [6].

3 SOA and High-Availability

When investigating the aforementioned usage layer 1-2 and the technological ser-
vice layer 3 (SOAP-based services) analysing high-availability is difficult. The
reason for this is that these layers do not deal with the classical hardware- or
protocol-centric availability challenges. Instead they rather deal with the avail-
ability of processes.

In a classical, non service-oriented enterprise architecture applications offer
their specific functionalities via remote interfaces. The different types of such
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interfaces range from simple batch file transfer mechanisms like FTP, to compo-
nent remote interfaces like COM or CORBA, up to SOAP-enabled web services.
The activity flow of an application-spanning business process is implicitly hard
coded inside the application logic and its resulting inter-application communica-
tion. As every remote interface provides functionality that can be used in a large
number of different business processes it is not possible to determine which busi-
ness process is currently conducted by a certain interface. Thus, all examinations
on non-functional properties of remote interfaces are application-centric and un-
aware of any business context. Knowing the availability of a certain remote
interface does not provide any information on the availability of the business
processes using it.

Service-orientation aims at providing business process oriented functionali-
ties in a unified fashion. Service enactment components such as workflow engines
control the invocation of specific services according to a well-defined process
description. This allows to determine business process availability based on the
availability of the services used by this process. Additionally, the automatic iden-
tification of business processes affected by the availability of application domain
services becomes possible. The real-time retrieval of this kind of information has
become a key differentiating factor in many industries (esp. telecommunication).
Because many service level agreements (SLA) nowadays are rather business-
than technology-oriented it is vital to find mechanisms to prove business process
availabilities. This is where service-orientation kicks in.

4 Service Composition vs. Traditional Programming

When dealing with business processes, service composition is often highlighted
as one of the core benefits of an SOA. The concept of service compositions
is to combine existing services to implement new applications and processes.
However, the aforementioned technology-based service layer model shows that
the reusability of services decreases the more coarse-grained a service is designed.
Thus, service compositions have to be based on the low-level service layers 4-7.
However, the services on those layers provide access to functionalities that are
often more technologically driven than those on the layers above. A composition
of such services is not just a selection of an appropriate sequence of service
invocations but rather evolves into a complex workflow that is often just as
complex as a classical program.

Standards like BPEL [7] have become so complex that they can only be
used by process technology experts but not by experts in the industrial domain.
Consequently, composing is nothing less but another kind of programming. The
(semi-)automation of service composition planning [8] might be a promising
approach to solve this problem.

5 Conclusion and Outlook

This short position statement refined the notion of services by introducing layer
models. These layers help to concentrate on the usage scenarios and technologies



106 G. Laures

where SOA is applicable. It showed that the layers of services and the layer on
which high-availability calculations base differ. Thus, the contribution of SOA
to the high-availability approaches is little. As a conclusion service-orientation
helps to administrate IT-architectures but it does not consider availability issues
by default. On a process level, however, service-orientation can help to measure
and consequently optimise the availability of business cases.

Because the service notion is overstrained I expect an oversaturation in re-
search and business followed by decreasing interest in service-orientation. Even
though the paradigm can be leveraged to solve actual business problems it has to
be enhanced by event-driven approaches and a stronger orientation on business
needs. During this clean-up phase in the world of service-orientation some hot
topics like service semantics or services grids are yet to prove capable.
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Abstract. Service availability is an important consideration when carri-
ers deploy new, packet-based services. In this paper we define the service
availability based on user behavior, and derive formulas to compute ser-
vice availability starting with the user behavior model and the system
model. To automatically generate high fidelity user and system models,
we use Stochastic Reward Nets (SRNs) and demonstrate how to com-
bine the user SRN model and the system SRN model to analyze the
service availability. We apply our approach to an SAF compliant media
gateway controller (MGC) architecture in VoIP system. By building and
numerically solving the combined SRN model of the MGC and the user,
we compute the service availability, and evaluate various factors that
influence it.

1 Introduction

Today the fast development of new technologies have enabled a variety of new
services for voice, data and multimedia. Ensuring high service availability is im-
portant as users become more dependant on these services to conduct their every-
day activities. To achieve high service availability with lower cost, the Service
Availability Forum (SAF) [1] was created by a group of premier communications
and computing companies. Its goal is to create and promote open standards that
will build the foundation for on-demand, uninterrupted network services deliv-
ered over packet-switched communication networks, and help make these services
as dependable as those delivered through traditional Public Switched Telephone
Networks (PSTN). By conforming to the interface specifications, the hardware
producers can create open, COTS building blocks that have a higher reusability
and a larger market; while software vendors can reduce the time-to-market and
development cost for highly available software with enhanced portability and
integration capabilities.

As the SAF develops open standards to help meet end-user expectations for
high availability services, the need for the quantification of service availability
becomes evident. The modular architecture of SAF-compliant systems enables
the succinct analytical modeling of service availability and performance, which
allows users to do “what if” analysis by combining different system configura-
tions, policies and building blocks to meet various availability and performance
requirements. Previous research mainly focused on the traditional availability
measures such as point availability, interval availability or steady-state availabil-
ity, whose definitions can be found in [3] [13] [15]. These measures are primarily
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from the system’s point of view, representing a fraction of a time period the sys-
tem is up or the probability that the system is up at certain time point. However
service providers are more concerned with the user-perceived service availability,
which is a function of system hardware resource availability, software resources
and user behavior. Therefore it is important to characterize the user behavior in
order to model service availability. During the user interaction with the system,
the user often submits multiple requests to achieve certain goals, each of the
requests may require different resources in the system. These characteristics can
be summarized as follows:

– Not all resources in the system are required to be up at every point in
time. This is determined by the complex nature of the modern systems, and
motivates us to focus on service availability instead of the system availability.

– A resource is required to be up only during the time periods when the user
requests this resource. This characteristic determines that our service avail-
ability analysis must be user-centric.

– A resource may be required to be up for multiple time periods during the
user interaction with the system. Due to this requirement, traditional point
availability measures can not be applied in service availability analysis. In-
stead, joint availability [3] or interval reliability [2] may be well suited for
this purpose.

Based on these observations, the service availability analysis needs to take into
account the details of user behavior, and it should adopt a dynamic view of
system up/down states (when needed, as long as needed, as many times as
needed). We interpret the user-perceived service availability1 as follows:

During a user interaction (session) with the system, the user issues multiple
requests at different time points for different system resources. The unavailability
of requested resource will cause the request to fail. The service availability is the
probability that all requests are successfully satisfied during the user session.

Some research effort related to service availability can be found in the lit-
erature, such as the user-perceived availability [12] [18] or the task-oriented
reliability/availability [7] [8] [14]. However these efforts did not fully explore
the service characteristics provided by the modern complex systems and experi-
enced by the end users. In order to model the service characteristics as mentioned
above, we borrow the user behavior graph approach [4] that was originally used
for workload synthesis, and derive the service availability starting from the user
behavior model and the system availability model. The rest of the paper is
organized as follows: Section 2 derives service availability formulas from user
and system models, and proposes the use of Stochastic Reward Nets (SRNs)
[6] [16] to automatically combine user and system models to compute the ser-
vice availability. Section 3 applies our service availability modeling technique

1 It can be argued that this measure is better interpreted as user-perceived service
reliability, but to conform to the standard practice, we use the term user-perceived
service availability.
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to an SAF-compliant media gateway controller (MGC) architecture. Section 4
gives the numerical results of service availability modeled in Section 3, and an-
alyzes various factors that influence the service availability. Section 5 presents
the summary and conclusions.

2 Service Availability Modeling

2.1 User Behavior Graph (UBG)

To model the service availability we first introduce the concept of user behavior
graph [4] [5]. The user behavior graph is composed of a set of nodes and arcs.
Each node indicates a certain type of request issued by the user. A transition
implies a new request is issued, and an arc to node j represents the newly issued
request is of type j. Each arc is attached a probability that the next issued
request is of the type this arc points to. The sojourn time in each node is the
sum of the time the system takes to process the request and the think time after
the user receives the response. Figure 1(a) shows an example user behavior graph
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Fig. 1. Example user behavior graph with two types of requests

with two types of requests. For each node i = 1, 2, pij , j = 1, 2 is the probability
that the user will issue a request of type j after the current request of type i.
There is one absorbing node E representing session end. The probability that
the user will end the session after issuing a request of type i is piE . Since the
occurrence of a failure during the request processing will influence the user-
perceived service availability while a failure during the user think time will not,
we extend the graph by splitting each node into two nodes for our purpose: one
representing the request processing state, and the other representing the user
think state. Figure 1(a) then becomes Fig. 1(b). Given a user behavior graph
that describes a user session, the user-perceived service availability is defined as
the probability that all requests in the session are successfully completed when
the user enters E state.
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2.2 User-Perceived Service Availability Derivation

In this section we introduce the computation of user-perceived service availabil-
ity, starting from simple examples.

Single Task Service Availability. Given a two-state system model with con-
stant failure rate λ and repair rate μ, the system dependability measures are
shown in Table 1.

Table 1. Dependability measures of the two-state system

Reliability Instantaneous Avail. Steady-state Avail. Interval Relia.
R(t) = e−λt A(t) = μ

λ+μ
+ λ

λ+μ
· e−(λ+μ)t A= μ

λ+μ
RI(t, x) = A(t) · e−λx

Now we consider the user-perceived service availability of a single user task
running on the two-state system. The system model is shown in Fig. 2(a) with
constant failure rate λ and repair rate μ, and the user model is shown in Fig.
2(b) which contains only one request. Assume the initial service accessibility is

λ

μ

(a) System (b) User

Fig. 2. System and user models for single task reliability

u0, then the user perceived service availability can be written as:

SA = u0 ·
∫ ∞

0
Pr( system is up during [0, y]) · Pr(request completes at time y)

= u0 ·
∫ ∞

0
R(y) · dFP (y)

If the request processing time is deterministic, i.e., the sojourn time distribution
function FP (y) in user state P is 0 when y < x, and 1 otherwise. Then

SA = u0 ·
∫ ∞

0
R(y) · dFP (y) = u0 · e−λx.

If the request processing time is exponentially distributed with rate λP , i.e.,
FP (y) = 1 − e−λP y, then SA can be written as

SA = u0 ·
∫ ∞

0
R(y)dFP (y) = u0 ·

∫ ∞

0
e−λy · λP · e−λP ·ydy = u0 · λP

λ + λP
.
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Service Availability for UBG with Loops. In this example we extend the
user behavior graph of the previous example to allow multiple requests in the
user session. The system model and the UBG are shown in Fig. 3. In the UBG

U D
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μ

(a) system

T E

p

1-p

P

1

(b) user

Fig. 3. System model and UBG with loop

of Fig. 3(b), after leaving the request processing state P , the user will enter
thinking state T . And upon leaving T state, with probability p the user will
send another request, and with probability 1 − p the user will end the session.
We assume the request processing time distribution FP (t) and the user thinking
time distribution FT (t) are both exponentially distributed with rate λP and λT ,
respectively. The system reliability R(t) and instantaneous availability A(t) are
as in Table 1. We define the service continuity

C =
∫ ∞

0
R(t)dFP (t) =

λP

λ + λP
,

and the service accessibility

D =
∫ ∞

0
A(t)dFT (t) =

μ

λ + μ
+

λ

λ + μ
· λT

λ + μ + λT
.

Then C is the probability that a request can complete given it is initiated in the
system, and D is the probability that the user can successfully initiate a request
upon leaving the thinking state. Given the initial service accessibility u0, the
probability Si that the user ends the session after i successful requests can be
written as:

Si = u0 · Ci(pD)i−1 · (1 − p) = u0(1 − p)C · (p · C · D)i−1

And the user-perceived service availability is:

SA =
∞∑

i=1

Si =
u0 · (1 − p) · C

1 − p · C · D
=

u0 · λP

λ+λP
· (1 − p)

1 − p · [ λP

λ+λP
· ( μ

λ+μ + λ
λ+μ · λT

λ+μ+λT
)]

Service Availability for General System and User Models. To derive the
formulas for service availability computation, we generalize the simple system
and user models in previous examples as follows:
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– The UBG is a general discrete time Markov chain (DTMC) with m+1 states,
where the (m+1)th state is the absorbing session end state E. The state space
ΩU = {1, 2, ..., m, E}. Let P = (pij)m×m = (P1, P2, ...,Pm) be the transition
probability matrix for the first m states, and q = (p1E , p2E , ..., pmE). The
initial probability vector when the session begins is v0 = (v1, v2, ..., vm).
The sojourn time of each state i is arbitrarily distributed with distribution
function Fi(t). For a request processing state the sojourn time is the request
completion time, while for an user think state the sojourn time is the user
think time. Matrix P and the set of sojourn time distributions {Fi(t)} define
an independent Semi-Markov Process (SMP).

– The system availability model (SAM) is a continuous time Markov chain
(CTMC) with state space ΩS = {1, 2, ..., n} and generator matrix Q. The
initial probability vector of SAM at the beginning of the session is π0 =
(π1, π2, ..., πn). Each request processing state i in the user model needs dif-
ferent resources to be up in the system, which can be translated to requiring
the system model to be in a certain subset of states. Therefore each user
state i has its own definition of system up states Ri ⊆ ΩS and down states
ΩS − Ri (For user think state all system states are up states). By removing
the outgoing transitions from system down states in ΩS − Ri, Q becomes
Qi for each user state i. We define Di = (dkj)n×n, where dkj = 0 for k �= j,
dkk = 1 if k ∈ Ri, otherwise dkk = 0. Then for a vector v, v ·Di is the vector
where each entry with an index is not in Ri is set to 0. For all the user think
states, Di = In×n, which means no resource is needed and the system model
can be in any state.

In order to derive the service availability from the generalized user and system
models, we define Π(k) = (πij(k))m×n, and Πi(k) = (πi1(k), πi2(k), ..., πin(k)),
where πij(k) is the probability that the user model is in state i and the system
model is in state j right before the kth transition in the user model.

With the explanations above we derive the service availability as follows:

For k = 1,Πi(1) = vi · π0Di ·
∫ ∞

0
eQi·tdFi(t) = vi · π0Di · Hi

where vi is the probability that the user model is initially in state i, π0Di keeps
only the entries in π0 that correspond to states in Ri, Hi =

∫ ∞
0 eQi·tdFi(t) =

(hjk)n×n, hjk is the probability that given the initial state j, the system is in
state k at the time when the first transition occurs in the user model. And the
probability that the session will successfully end after one transition in the user
model is: A(1) = q · Π(1) · 1T.

Given Π(k−1), Π(k) can be computed using (1) shown below. Here we only
present the derived formula due to space limitations.

Π(k) =

⎛
⎜⎜⎜⎝

PT
1 · Π(k − 1) · D1H1

PT
2 · Π(k − 1) · D2H2

...
PT

m · Π(k − 1) · DmHm

⎞
⎟⎟⎟⎠ (1)
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The probability that the session will successfully end after k transitions in the
user model is:

A(k) = q · Π(k) · 1T

From the above deductions, the total service availability is

SA =
∞∑

k=1

A(k) = q ·
∞∑

k=1

Π(k) · 1T

2.3 SRN Model of User Behavior

In order to apply the formulas above to the computation of service availabil-
ity, we need to construct the user model and the system model. However as
the modern systems become more and more complex, it is often infeasible to
manually construct a high fidelity system model. To solve this problem we re-
sort to Stochastic Reward Nets (SRNs) [6], which is a higher level formalism
based on Stochastic Petri Nets (SPN) [9] [17]. Since SRNs can only deal with
exponentially-distributed timed transitions, as a compromise we assume the so-
journ times in the user model and the transition times in the system model are
exponentially distributed.

By assuming each state has exponentially distributed sojourn time, we can
build the stochastic Reward Net (SRN) model for the user behavior graph as
shown in Fig. 4. A token in PiP , i = 1, 2 means a request of type i is being
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ior graph
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processed. A token in PiT , i = 1, 2 means the user is thinking after receiving the
response for request type i. The firing of Tij , i = 1 or 2, j = 1 or 2 represents the
issuance of the current request is of type i and that the next issued request is of
type j. The firing of TiE , i = 1 or 2 puts the token into the absorbing place PE ,
representing successful session end. There are two immediate transitions Tfail1
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and Tfail2 with guard functions g1 and g2. The return values of g1 and g2 are
determined by markings in the system model: g1 will return true if the system
resources required to process requests of type 1 are unavailable; g2 will return
true if the system resources for request type 2 are unavailable. If there is a token
in P1P (meaning a request of type 1 is being processed) and g1 returns true,
Tfail1 will fire and put the token in the absorbing place PF , representing service
failure. And similarly for Tfail2. Combining the user SRN model and the system
SRN model, the service availability is the probability that there is a token in the
absorbing place PE .

3 Service Availability of an SAF Compliant MGC

In this section we apply the service availability modeling technique to an SAF
compliant media gateway controller (MGC) for voice over IP (VoIP).

3.1 Basic Architecture

The media gateway controller is hosted on three identical nodes in a computer
cluster. The MGC application is SAF AIS-compliant and the availability is man-
aged by the SAF AIS Availability Management Framework (AMF). The main
function for the media gateway controller is for call processing, which is required
during the call setup, teardown, or when the user invokes additional call features
in the middle of a call. There are two application servers running on the cluster
for call processing, each in charge of processing different call features. Process
replication is adopted as the mechanism to provide application level software
fault tolerance [10] [11]. These service processes run on top of the Service Avail-
ability Forum Middleware. The system model is shown in Fig. 5. Each service
application has one service instance, and each service instance is assigned to two
service units in different cluster nodes: one service unit is active and the other
is standby. Either node A or node B has 1 service unit acting as the primary
for call processing service 1 or call processing service 2. Node C has two service
units acting as a shared standby for both services.

The service unit may fail due to either software fault or hardware fault. The
fault will be detected by the health monitoring mechanisms in the AMF. After
the fault has been detected, recovery strategies are adopted to tolerate the fault.
Here we assume that for software faults the AMF tries several levels of recovery
actions: 1) component restart, which is fast and has little or no impact on the
application; 2) switchover that switches the service to the standby service unit,
in the mean time the faulty node is restarted; 3)manual repair of the cluster node
if automatic restart of the previous level cannot recover the fault. For hardware
faults, we assume recovery actions 2 and 3 are adopted by the AMF. After the
fault is detected the AMF tries to recover the fault using from lower level to
higher level recovery strategies, each level requiring more time to execute than
the previous level.
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Fig. 6. SRN model for the service

3.2 SRN Model for the Service Availability

Figure 6 shows the SRN combining together the user and system model. The
right part of Fig. 6 shows the SRN for the system model. When the service is
first started, all three nodes are up, which is represented by a token in PupA,
PupB and PupC , respectively. Service 1 is running on node A while service 2 is
running on node B. For node A, there can be either service process fault with
rate λsfA, or the hardware fault with rate λhfA. The fault is detected by the
health checking mechanisms in the Availability Management Framework, which
is represented by transitions TsfdetA and ThfdetA.

For node A, the recovery actions are represented in the SRN model by to-
kens in place PprocessA, PrebootA, or PrepairA. The firing of TpcoverA, TrcoverA or
TrepairA means the fault is successfully recovered by component restart, node
restart, or manual repair, while firing of TpuncoverA or TruncoverA means the
fault is not covered by the corresponding recovery mechanism and escalated to a
higher level recovery action. We assume manual repair can always fix the fault.

Node B has similar behavior as node A, with possibly different rates and
coverage factors for these events. For node C, the failure behavior of its com-
ponents is slightly different. Since they act as standby components, we assume
software faults will not occur on node C as long as neither service is switched
onto it. When a switchover occurs, however, either T 1

sfC (guarded by gnA) or
T 2

sfC (guarded by gnB) or both will be enabled depending on the switched ser-
vice(s) on C, and software failure could occur. The corresponding transition will
be disabled again after the service is switched back.
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A token in place PnodeA, PnodeB or PnodeC means a service process is hosted
on the corresponding node A, B, or C. Initially there is one token in PnodeA

and one in PnodeB . For node A, when the reboot action is taken, indicated by
the firing of either transition TpuncoverA or ThfdetA, a token is put into place
Pswitch1 in addition to place PrebootA to start the switchover process. If node C
is up (guarded by function guC) and the service token is in PnodeA, Tswitch1 will
be enabled to switch to service process to the standby node C. When node A
is recovered from the fault, Treturn1 will be enabled (guarded by function guA)
and the firing of Treturn1 indicates that the service is switched back to node
A. The switchover of the service process on node B can be similarly done. As
long as node C acts as a primary for either call processing service 1 or service
2 (represented by a token in PnodeC), it can no longer be the primary for the
other service. This is guaranteed by the inhibitor arcs from PnodeC to Tswitch1
and Tswitch2. The guard functions in the system model are shown in Table 2.

Table 2. Guard functions for the system model in Fig. 6

guard function true condition description
guA #PupA = 1 node A is up
guB #PupB = 1 node B is up
guC #PupC = 1 node C is up
gnA #PnodeA = 0 primary for service 1 is on node C
gnB #PnodeB = 0 primary for service 2 is on node C

When the user makes a call, he may send multiple call processing requests,
such as call setup, call feature invocation, or call teardown, to different appli-
cation servers in the media gateway controller. The user behavior during this
procedure is described by the user behavior graph in Fig. 1(b): state iP, i = 1, 2
is the call processing state which requires application server i to be up; state
iT, i = 1, 2 is the user talking state in which neither server is required. When the
user is in state 1T , with probability p11 the user will invoke a call feature that
needs processing in application server 1, with probability p12 the user will in-
voke a call feature that needs processing in application server 2, with probability
p1E the user will terminate the call without requesting additional call features.
And similarly for state 2T . The left part of Fig. 6 shows the corresponding SRN
model which is similar to Fig. 4.

For simplicity and consistency, we still use the ‘request processing state’ and
‘user think state’ to refer to the ‘call feature processing state’ and the ‘user
talking state’ in our example user model. We assume the call setup is handled
by application server 1, therefore there is a token in place P1P when the call
session first starts. The guard function g1 returns true when application server
1 is unavailable and guard function g2 returns true when application server 2
is unavailable. From the system model in Fig. 6, g1 and g2 can be expressed in
Table 3.
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Table 3. Guard functions for the user model in Fig. 6

guard functions true condition
g1 (#PupA = 0 and #PnodeA > 0) or (#PupC = 0 and #PnodeA = 0)
g2 (#PupB = 0 and #PnodeB > 0) or (#PupC = 0 and #PnodeB = 0)

We assume the call processing request is served quickly enough that the
processing time can be neglected. Therefore the timed transitions T1P and T2P

in Fig. 4 are replaced by immediate transitions in Fig. 6, and are guarded by g1
and g2, respectively.

4 Numerical Results

In this section we evaluate the service availability under various input parame-
ters using the SRN model of the previous section. The default parameter values
used in the model are shown in Table 4. For comparison purposes, we also draw

Table 4. Default parameters used in the model

Parameter Default value Description
MTTFsft 336 hours software MTTF for each service unit
MTTFhd 672 hours hardware MTTF for each service unit
fdetect 7200 hour−1 detection rate for sw/hw faults
cproc 0.95 coverage factor for component restart

creboot 0.9 coverage factor for node restart
MTTRproc 10 seconds mean time for component restart

MTTRreboot 3 minutes mean time for node restart
MTTRrepair 8 hours mean time for manual repair

S 5 minutes user think time in state iT, i = 1, 2
pi1 0.4 value for pi1 in the user model, i = 1, 2
pi2 0.3 value for pi2 in the user model, i = 1, 2
piE 0.3 value for piE in the user model, i = 1, 2

the curves for steady-state system availability and the lower bound of service
availability. The former is computed as the probability that both servers are
up in steady state, and corresponds to the ‘System’ curve in the figures in this
section. The latter corresponds to the ‘SA-LB’ curve and can be viewed as the
service availability with infinite user think time. It is computed by hierarchically
solving the user model and the system model, i.e., first use the system model to
acquire pi i = 1, 2, the steady-state probability that server i is up, then assign pi

as the transition probability for TiP and 1 − pi for Tfaili in the user model, and
solve the user model to get the probability that the token enters the absorbing
place PE .
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Fig. 7. Service availability under different MTTFs and MTTRs

4.1 Service Availability vs. MTTF and MTTR

We first study the impact of system MTTF and MTTR on service availability.
In Fig. 7, three service availability curves are drawn with 0.5, 2 and 5 minutes
user think time. Figure 7(a) shows the service availability under different system
MTTF, where the default MTTFsft and MTTFhd values in Table 4 are multi-
plied by a factor α ranging from 0.2 to 4. The x-axis shows the values for α, and
y-axis shows − log10(1 − SA), which computes the number of 9s of the service
availability. Figure 7(b) varies the MTTR parameters in Table 4 (MTTRproc,
MTTRreboot, MTTRrepair, MTTRswitch) by multiplying them with factor β
ranging from 0.2 to 4, and the x-axis shows β values. Figure 7(c) multiplies both
MTTF and MTTR parameters by factor γ ranging from 0.1 to 10 while keep-
ing the system availability constant. From these figures it is obvious to see that
the service availability increases with MTTF and decreases with MTTR. It is
also worth noticing from Fig. 7(c) that while maintaining the system availability
unchanged, longer MTTF and MTTR actually improve the service availability
within the context of this paper. This is because the service availability can be
viewed as the joint availability [3] at the request-arrival times during the user
session, and the joint availability is higher when the system has longer MTTF
and MTTR. From Fig. 7(a) and 7(b) we can see that the improvement is mainly
caused by the longer MTTR, since the distance between SA curves and SA lower
bound curve remains the same as MTTF increases, while the distance becomes
larger as MTTR increases. Using the default parameters in Table 4, the service
availability is 0.999903, the system availability is 0.999938, and the SA lower
bound is 0.999896.

4.2 Service Availability vs. Coverage Factors

Figure 8 shows the impact of coverage factors on the service availability. We
change the cp and cr values in Table 4 by adding θ, i.e., cp = 0.95+θ, cr = 0.9+θ,
where θ ranges from −0.1 to 0.04. The x-axis shows the θ value and y-axis shows
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log10(1 − SA). As seen from the figure, the service availability increases with
coverage factors, and as the coverage factors increase, the SA curves become
close to the SA-LB curve. The reason is that increasing coverage factors avoids
higher level recovery actions which cost longer time than lower level recovery.
Therefore it is equivalent to reducing the MTTR. As we observed from Sect. 4,
smaller MTTR reduces the service availability improvement.

4.3 Service Availability vs. User Think Time

Figure 9 shows the service availability under different user think time S. S is var-
ied from 1 second to 12 minutes. The x-axis is ln(S), and y-axis is log10(1−SA).
As shown in the figure, the service availability drops as the user think time in-
creases. When S goes to infinity, the SA will converge to the lower bound of SA.
It can also be seen that when user think time is small, the service availability
is even higher than the system availability. This can be explained by the fol-
lowing two factors: first, the joint availability for Markov models JA(t, x) will
increase and converge to the instantaneous availability A(t) as x decreases to
0. Shorter user think time leads to smaller x. As we mentioned in Sect. 4, the
service availability is similar to the joint availability in this aspect. Second, the
system availability is the probability that both application servers are up. While
in the user behavior model the user may only access one application server dur-
ing the whole session. The probability that one server is up is larger than the
system availability. Therefore the service availability can be greater than the
system availability, although it may require parts of the system to be up for
multiple times.

4.4 Service Availability vs. Session End Probability

Figure 10 shows the impact of session end probability to the service availability.
In this figure we set p1E = p2E and vary them from 0.1 to 0.9. As shown in
the figure, the service availability increases with the session end probability. The
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reason that the service availability is greater than the system availability is the
same as in Sect. 4.3: as the session end probability increases, the number of
requests in the session is reduced. Since each request requires part of the system
to be up which has a higher probability than the system availability, the service
availability may exceed the system availability when p1E and p2E are large.

4.5 Impact of Detection Rate

When a fault occurs, it is detected by the Availability Management Framework
using periodic health checking mechanisms. The higher the checking rate, the
faster the fault can be detected, on the other hand, the more the system perfor-
mance is degraded. In this section we study the tradeoff between service avail-
ability and performance under various fault detection rates. To do the analysis
we make the following assumptions:

1. the system can perform at most X health checks per hour.
2. health checking at rate x utilizes x

X ×100% computing power, thus reducing
x
X × 100% of the maximum throughput.

3. the reward rate for availability gain is C1, and the penalty rate for perfor-
mance loss is C2.

Based on the assumptions above, we can write the utility function U(r) as fol-
lows:

U(r) = C1 ∗ [SA(r) − SA(r0)] − C2 ∗ [DE(r) − DE(r0)]
= C1 ∗ [SA(r) − SA(r0)] − C2 ∗ (r − r0)/X

where SA(r) is the service availability with detection rate r and DE(r) is the
percentage of throughput degradation. r0 is the minimum detection rate used in
the model.

We choose C1 = C2 = 1, X = 7.2 × 105h−1, and vary the detection rate
r from 1 per hour to 7200 per hour. Of course the parameters can be changed
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for different utility functions. Figure 11 shows the utility function with various
detection rates. The x-axis is the natural logarithm of the detection rate r, y-axis
is the utility function. From the figure it can be seen that when the detection
rate is low, it is better to sacrifice a small percentage of performance to gain
a much higher service availability; while when the detection rate is high, it is
better to sacrifice availability for performance.

5 Conclusions

In this paper we evaluate user-perceived service availability by taking into con-
sideration the user behavior model. The formulas for efficient service availability
computation are derived for CTMC-based system model and for DTMC-based
user model which allow arbitrary sojourn time distributions in each state. In
order to enhance the model to characterize various aspects of user/system be-
havior, and yet avoiding the manual construction of large state-space models,
we advocate the use of a higher level modelling formalism based on Stochastic
Reward Nets (SRN). We have proposed an approach to combine the SRN-based
user model and system model for service availability computation, and applied
this approach to an example SAF-compliant MGC architecture.

We numerically solve the combined SRN model to compute the service avail-
ability. Various factors that influence the service availability are identified, such
as mean time to failure, mean time to repair, fault coverage factors, user think
times, session end probability, and fault detection rate. Service availability under
these factors is evaluated and compared to system availability and service avail-
ability lower bound. The numerical results show that while keeping the system
availability constant, longer MTTF and MTTR can increase the service avail-
ability in the context of this paper. On the other hand longer user think time can
decrease the service availability. The tradeoff between availability improvement
and performance degradation is also analyzed using the SRN model.
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Abstract. Designing and programming dependable distributed appli-
cations is very difficult. Databases provide features like transactions and
replication that can help in the implementation of dependable applica-
tions. There are in particular various free databases that make it econom-
ically feasible to run a database on each computer in a system. Hence,
one can partition database tables across multiple hosts to harness the
processing power and disks of multiple machines. We describe a system,
DOSE, that simplifies partitioning tables across multiple hosts. DOSE
exposes the partitions to the programmer rather than giving the illusion
of a single table. Our focus is on providing a simple implementation that
works for freely-available databases, on automatic tuning of the parti-
tions for best performance, and on applying the fault tolerance mecha-
nisms of the databases to build dependable distributed systems. We show
how we use this system to implement a distributed work queue.

1 Introduction

For a few decades researchers and practitioners have been trying to harness
the power of networked computers to build systems. Different architectures
and mechanisms like group communication have been proposed to achieve this.
One successful example is the Google model which uses software to build a
reliable system from unreliable components [5]. Using components with the
best price/performance one can minimize the hardware expenses dramatically.
We call such a system a RASC (Reliable and Available System from COTS
components).

Mining large amounts of data is one application domain where RASCs with
their cheaper but typically more unreliable hardware and software are deployed.
Up to a few years ago, most large data mining jobs were running on expensive
SMP machines. With the advent of cheap commodity computers, many of these
jobs are now running on computing clusters.

Coping with hardware and software failures is nontrivial. The dependability
community has been investigating many mechanisms like group communication,
check pointing, and logging to build dependable systems to cope with failures.
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Many of these concepts are unfamiliar to application programmers who would
build a RASC. Many application programmers, however, know how to write pro-
grams using databases. Using databases as the components visible to application
programmers might therefore be a good match with their skills.

In this paper we are mainly interested in applications like large data mining
jobs that store and query very large amounts of data in a database. To keep
the promise of substantial cost reductions of RASCs, the use of free operating
systems and free databases like MySQL is required. While there are commer-
cial databases that support distributed and parallel operations, the currently
available free databases are neither distributed nor parallel nor do they support
distributed transactions. Furthermore, the free databases are not always very
robust either. During our tests we experienced multiple database crashes and at
least one of them resulted in an unrecoverable data corruption.

In this paper we introduce a middleware system (called DOSE: Database
Oriented Systems Engineering) that supports building RASCs with the help of
free databases. The idea is to run database servers on most computers in a system
to harness the parallelism of the multiple CPUs, disks, and network adapters not
only to maximize the throughput but also the dependability of the system.

DOSE simplifies the partitioning and replication of database tables across
multiple hosts. It supports heterogeneous systems and in particular, applications
using multiple computing clusters. DOSE provides a distributed request queue
to simplify the implementation of worker parallelism without the need of having
a centralized work dispatcher. We show how to keep the databases consistent in
case of database and computer crashes using the MySQL replication mechanism
that provides weak semantics.

In Section 2 we introduce the concepts underlying the design of DOSE and
its API. Section 3 describes our implementation of a distributed work queue
and Section 5 describes several performance measurements of DOSE. Before we
conclude the paper in Section 7 we discuss related work in Section 6.

2 DOSE Concepts and API

Partitioning. Application programs can store and query data in one or more
database tables. Each table consists of a finite number of rows. DOSE supports
the partitioning and replication of tables. The partitioning of tables is done with
the help of a root table (see Figure 1). The root table itself can be replicated but
it is the only table that cannot be partitioned.

The percentage of rows stored in a partition is given by the weight of the
partition over the sum of all weights of all partitions of the table. How the rows
of a table are partitioned is under the control of the user. The idea is that a user
of DOSE can define how to compute a unique MD5 hash (see RFC1321) for a
row of a table. This MD5 hash is used to assign rows to partitions according
to the weight of the partitions; by using the hash we get a uniform distribution
for the rows. We often use the MD5 hash as the primary key but it does not need
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Table Host Weight

Request flagstaff 25

Request scottsdale 25

Request tucson 50

HostStatus xserve-issr01 50
... .. ..

Fig. 1. The root table maps table partitions to hosts. In this example, table Request
is partitioned across three hosts with host tucson getting 50% of the rows and hosts
scottsdale and flagstaff each getting 25%.

to be a key nor does it need to be stored in the table. More details about the
partitioning are described below.

Currently, the weights of the partitions are static during one execution. Our
applications are all periodic in the sense that a brand new execution is started
after the previous one has terminated. For example, a web spider application
might be rerun as soon as the previous run terminates. A repartitioning can
therefore be done between such executions.

Replication. MySQL supports master/slave replication. A master keeps a log
file of all transactions it executes. This log file can be read and replayed by slave
databases to keep their databases in sync with the master database. The fail-
over from the master to one of its slaves needs additional software. We prefer
solutions where the fail-over is transparent to the clients of the database. MySQL
clients reconnect automatically in case the connection to the server is lost. This
permits one to use a simple IP take-over mechanism.

We have previously designed and implemented a general IP take-over mecha-
nism [4]. In case the master crashes an election determines a new master amongst
the slaves of the master. The new master takes over the IP address used by
the clients to connect to the database. Alternatively, there exist open source
projects like HA-MySQL that provide IP take-over functionality targeted to-
wards MySQL.

The advantage of this type of replication mechanism is the decoupling of the
master and the slaves, e.g., slow slaves do not slow down the master. The trade-
off is that when failing over from the master to a slave, some already committed
transactions might get lost. In particular, in the context of a partitioned table
this can lead to data inconsistencies, since transactions depending on such com-
mitted but lost transactions are not necessarily rolled back. We show in Section 3
how to deal with this issue in the context of the distributed work queue.

API. The DOSE API functions are written in C for increased speed (over our
original PERL implementation). Most of our application code is written in PERL
but the interfacing to the C code is straightforward. Each partition is represented
by a handle which is needed to access the partition. We provide an iterator to
iterate over all partitions of a table. However, for queries regarding a row for
which the MD5 key is already known, one does not have to iterate over all
partitions - instead one computes the handle of the partition via the MD5 key.
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A user has control over how rows are spread across the partitions of a table.
DOSE provides a function create md5 key to compute an MD5 key for a row; it
also returns the handle for the partition where the key is stored. The key deter-
ministically selects a partition based on the weight of the individual partitions.
To do so, we compute a mapping from the least significant byte of a key onto
the set of handles of the table. For systems with large numbers of partitions one
would use more than one byte.

For example, an MD5 key for a table “person” that is computed from the
concatenation of two strings familyname, firstname, and some integer ins can
be computed like this:

create_md5_key("person", &handle, key, "%s%s%d",
familyname, firstname, ins);

The format string “%s%s%d” has the same meaning as for the C-library
function printf; this enables gcc to check the type safety of create md5 key’s
arguments. Note that it is up to the user to select a format string and arguments
that will produce a unique hash for each row. For example, if (“myers, “al”, 3)
and (“myer, “sal”, 3) are both possible (familyname, firstname, ins) values, then
the code above would give them the same hash, so, a different format string
should be used. The computed key does not need to be stored in the table.
However, the user can store the key in the table and use it as the primary key
if this would shorten the length of the primary key.

As long as one has sufficient information to compute the MD5 key at the time
of a query, one can access a row without iterating over partitions. In particular,
when inserting a new row in a table there is always sufficient information to
compute the MD5 key. Typically, we make sure that for all queries that use the
primary key there is sufficient information to compute the partition.

Queries are written in SQL and are executed by calling the DOSE function
do query. For example, to retrieve all the weights for a given host from the root
table, one would issue the following command:

do query(handle, "SELECT weight FROM ROOT WHERE Host=’%s’",host);

Note that the handle for the root table is returned by the DOSE initialization
function.

The API function fetchrow retrieves the next row that was affected by the
previous query. To retrieve the weight of the next row, one can write:

fetchrow(handle, "%d", &weight);

This returns 1 if the fetch is successful, and 0 if there are no more rows.
As for function create md5 key, gcc can check the type safety of functions

do query and fetchrow.
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3 Distributed Request Queue

We used the DOSE functions introduced in the previous section to implement
a distributed request queue. The aim of the distributed request queue is to help
distribute requests amongst a set of workers.

3.1 Concepts

The distributed request queue contains a set of requests to be processed by
the workers. A worker processing a request can insert a new request into the
request queue. An idle worker tries to retrieve a request from the request queue
for processing. Requests can have either at least once semantics or at most once
semantics. Requests with at least once semantics can and need to be reprocessed
in case the worker executing the request fails. Hence, they are a little more
complicated to implement than requests with at most once semantics. So far, all
the requests we have implemented have had at least once semantics.

Internally, each request is associated with exactly one of the following five
states (see Figure 2): unprocessed, pending, retryable, processed, or failed. A re-
quest is inserted in state unprocessed. When a worker retrieves the request, it
becomes pending. When the worker successfully processes the request, the re-
quest transitions to state processed. If the processing of the request fails but the
worker does not crash during the processing, its state becomes failed. A request
with at least once semantics can be reexecuted after a timeout period, i.e., the
state of the request transits to state retryable. If the processing time of a pend-
ing request approaches the timeout period, the worker executing the request can
extend the timeout to prevent other workers from reprocessing the request.

keep_pending

unpro−

cessed pending

retryable failed

processed

new_request

retireretrieve

timeout retrieve
failed

Fig. 2. States and associated state transitions for requests with at least once semantics

3.2 API

All transitions of Figure 2—with the exception of transition timeout—are initi-
ated by a worker executing a corresponding API function provided by DOSE.
Transition timeout occurs when a worker tries to retrieve a request. In this case,
the retrieve function might check if a pending request has become retryable.
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We provide an additional function that permits a worker to schedule the
reexecution of a pending request after a given point in time. This rescheduling is
mapped on the same timeout mechanism that enforces the at least once semantics
of requests.

3.3 Load Manager

Each worker machine runs a load manager. The purpose of the load manager is
to keep worker machines busy, but not too busy. Ideally, we would like to keep
the CPUs of the worker host 100% busy. The issue is that the CPU usage of
workers processing a request can change dramatically, e.g., a worker might first
be blocked waiting for the transfer of some data and after it gets the data it
might use all the CPU cycles it can get.

To cope with such drastically changing load conditions, a local load manager
is given three load thresholds: Lmin, Lmax and Lsus. The load is the average
number of processes in the running queue during the last 1 minute period. The
task manager tries to keep the load above Lmin as long as there are requests to
be processed. Typically, Lmin is chosen such that even if there are fluctuations
in the CPU usage of requests, the CPUs of the worker host can still be kept
100% busy.

The load manager checks the load of the worker machine periodically (every
minute). If the load drops below Lmin, the load manager spawns new worker
processes. The number of worker processes spawned is calculated based on the
current estimate of the average load induced by a worker process. However, to
avoid big fluctuations in the number of worker processes, we restrict the number
of processes that can be spawned within a period.

When the load of a worker machine reaches Lmax, the load manager starts
signaling worker processes to terminate as soon as they finish processing their
current request. The number of signaled processes is also based on the current
estimate of the average load induced by a worker process and again we restrict
the maximum number of worker processes that can be signaled per period.

If the load of the worker processes can change rapidly and the time to process
a single request can be long, the load can rise even after the load manager
started to signal worker processes that they should terminate. If the load rises
above threshold Lsus the load manager starts suspending worker processes. As
soon as the load drops below Lsus the load manager starts to unfreeze worker
processes.

The load manager is automatically restarted when it crashes, so that it is not
a single point of failure. The state of the load manager is the status of the current
worker processes. Because crashes of the load manager are very infrequent, we
chose a very simple recovery scheme in which all workers terminate when the
load manager terminates. To achieve this, a worker process checks if the load
manager has terminated before retrieving a new request. This is an efficient
operation since the worker only needs to query the id of its parent process (via
a system call). However, during startup the load manager must discover and
unfreeze all currently suspended worker processes.
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4 ACID Issues

Most databases are able to provide ACID (Atomicity, Consistency, Isolation,
Durability) properties to their clients. However, these properties are not nec-
essarily guaranteed for all likely failures (e.g., disk failure). Even if a database
is replicated on a different host, a failure might cause these properties to be
violated: already committed transactions can be lost (as mentioned in Section
2), i.e., the durability property can be violated. One can address some issues by
adding special purpose hardware, e.g., one could use a RAID connected via a
SAN to multiple hosts to mask disk failures and to be able to restart a database
on a different host after a crash.

Our goal is to build a RASC, i.e., a dependable distributed computer system
from cheap components. SANs and RAIDs are more expensive than adding local
disks. For large systems, disk failures are non-negligible and hence, we need to
address this issue in software. We describe two solutions for the distributed
request queue (Section 3). First, we need to state more precisely our system and
replication model.

4.1 System and Replication Model

We assume that a system contains a set of master databases. A client issues
a transaction on exactly one master database. A master database has a set of
backup databases. The set of backup databases is finite and might be empty.
A master database logs all transaction in a replication log file and this log file
is incrementally transfered to the backup databases. A backup database replays
the replication log to stay in sync with the master database.

Definition 1 (received). We say that a transaction is received by a backup
database iff the backup database has gotten all log information from the master
database that is needed to replay the transaction.

Definition 2 (stable). A request R is associated with a set of transactions TR

that were issued by R. We say that a request R is stable iff all transactions in
TR have been received by all backup databases of R.

Definition 3 (inconsistent). If a master database server crashes before a re-
quest is stable, switching to a backup database will make this request inconsistent:
there exists a transaction T in TR that was committed on the master database
but that was not received on all backup databases.

4.2 Solution

Instead of avoiding inconsistent requests, we only need to identify all inconsistent
requests after a master database has crashed. Inconsistent requests with at least
once semantics can be marked as unprocessed and hence, will be automatically
reexecuted. If databases crashes are sufficiently rare, the expected cost of a crash
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can be minimized even if the execution time of a request is large. Note that
inconsistent requests with at most once semantics need to be marked as failed
because they cannot be reexecuted.

We introduce an approach to identify inconsistent requests. This enables us
to use local replication logging with lazy flushing. The idea is that we order the
retiring of requests by assigning them time stamps upon retiring and periodically
determine a timestamp SR such that all requests retired before SR are stable
and hence, cannot become inconsistent by a crash of a master database.

Note the assignment of a timestamp can be done very efficiently. We just
store in a request R, at the time of retirement of R, the current clock value of
the database that is retiring R. There is no need to synchronize the clocks of the
databases or the clocks of the worker machines.

More formally, each retired request R has a timestamp T (R) at which it was
retired. For each partition of the request queue, we periodically compute and
store a timestamp SR such that:

– for all retired requests R: T (R) < SR ⇒ R is stable, and
– SR is maximum in the sense that if the computation of SR was initiated at

time S (wrt to clock of the local database) and there exists a retired and
stable request R such that SR < T (R), then S ≤ T (R).

Operationally, we compute SR as follows. First, we insert a dummy request
record into each partition of the request queue. The dummy record is assigned
the local clock value of the database. Second, we determine the current log
position (CLP ) for each master database MS. Third, we determine the set of
all slave servers for MS, and wait until all slave servers have reached position
CLP . Fourth, we convert sequentially all dummy records into a “stable record
marker” (without changing the timestamp) by replacing the previous “stable
record marker.” The value SR of a partition is given by the timestamp of the
“stable record marker” stored in this partition.

Upon switch-over from a master database to a backup database each request
R (with at least once semantics) that was retired at or after time SR (i.e.,
T (R) ≥ SR) needs to be transitioned from state processed to state unprocessed.
Rows associated with such requests can be garbage collected.

A request R with at most once semantics and T (R) ≥ SR needs to be
transitioned to state failed. If this is not acceptable, a state dependent checker
that verifies the completeness of a request might be a good option. This request
checker can compute TR based on the records it finds in the database that are
associated with TR. Often such a request checker is easy to implement if one
knows of the need for such a checker during the design of the database tables.

Note that such an application dependent request checker is an ideal addition
to the described solution: only requests with T (R) ≥ SR need to be check for
state completeness after a crash of a master database. Only requests that are
actually incomplete need to transitioned to state unprocessed or failed.
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4.3 Garbage Collection

Inconsistent requests and failed requests can leave records in the databases that
make the design of queries more difficult. For example, typically one wants
queries to include only those rows that were written by successful requests but
not by failed or inconsistent requests.

We wrote a simple garbage collector that removes all records that are not
associated with a processed or pending request. When retiring a request, a key
is stored within the request queue. In our applications this key is sufficient to
locate all rows associated with a request. (Actually, all rows written by a request
contain this key. ) Our current garbage collector uses this fact but a more general
garbage collector can be programmed if needed.

Our garbage collector first determines all request keys that have been stored
in a row but that have not and will not be stored as the key of a successful
request. It uses the property that requests are eventually timed-out unless a
worker periodically extends the time-out of a pending request. Using the time-
out mechanism the garbage collector can run in parallel with the processing of
other requests and does not need to lock tables or rows.

5 Performance

We performed several performance measurements to evaluate the performance of
DOSE. In our performance measurements we used a Linux cluster consisting of 8
1.8GHz Pentium 4 machines (machine names: saguaro701 – saguaro708), an SMP
machine with four 1.6 GHz Xeon processors with hyperthreading (tucson), and
an Apple Xserve cluster consisting of 8 machines running Mac OS X (machine
names: issr01-issr08). The saguaro machines were running MySQL version 4.0.16-
standard. The MAC OS X cluster and tucson were running MySQL version
4.0.16-max.

5.1 Replication Overhead

MySQL implements replication by having the master database write a log
(“replication log”) of all transactions that modify the database. This log is writ-
ten in addition to the log file written by transaction-safe tables like InnoDB.
Slaves read the replication log file via a connection to the master database. We
are interested in two costs associated with replicating a database.

There is a cost associated with writing the log file and with transferring
the replication log from the master to its slaves. In this measurement series we
used four client machines and on each client there were 10 processes inserting
requests into the request queue. There was one master database (saguaro705)
and potentially one slave database (saguaro706).

We measured the throughput of five different configurations (see Figure 3):
(1) without logging; (2) logging to a local file; (3) the same as (2) except running
a slave database in addition, (4) the same as (2) but storing the replication log
remotely, and (5) the same as (3) but storing the replication log remotely.



132 C. Fetzer and T. Jim

no
 r

ep
lic

at
io

n 
lo

g 
(1

)

lo
ca

l r
ep

lic
at

io
n 

lo
g 

(2
)

re
pl

ic
at

ed
 lo

ca
l r

ep
 lo

g 
(3

)

re
m

ot
e 

re
pl

ic
at

io
n 

lo
g 

(4
)

re
pl

ic
at

ed
 r

em
ot

e 
re

p 
lo

g 
(5

)

2100

2300

2500

2700

2900

3100

3300

3147.72

2667.46

2285.67

2849.06

2390.31

Fig. 3. Throughput of request queue for various replication configurations

Enabling the replication log resulted in a 13% throughput reduction (local
disk) and about 9.5% for remote logging. Even though the remote logging adds
additional network delays, the use of the additional remote disk more than com-
pensates for the network delays. Enabling local logging and one slave reduces the
throughput by about 27%. Remote logging is slightly better with a reduction of
only 24%. Note that even when the log file is kept remotely, slaves read the log
file through the database master.

The replication log is written before a transaction can be committed. It
is our understanding (from studying the manual and the source code) that
the replication log is however not flushed to disk before a transaction is com-
mitted. A synchronous flush would increase the performance penalty even fur-
ther.

5.2 Partitioned Request Queue

We have investigated the performance implications of partitioning the request
queue across multiple database hosts (see Figure 4). In this measurement we
varied the number of partitions between 1 and 8 and the number of client ma-
chines between 1 and 6 machines. Each client machine executed 10 processes
that inserted requests into the request queue. The machines used in this ex-
periment had similar performance, and hence, we used the same weight for all
partitions.

For a higher number of partitions, one client machine cannot saturate the
request queue. The throughput starts to level off and falls slightly for an increas-
ing number of partitions. If the number of client machines is however sufficiently
high, the speed up of the request queue is basically linear with the number of
partitions.
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5.3 Load Manager

To make the job of the load manager difficult, we programmed a workload that
exhibits major CPU fluctuations (see Figure 5). Each request either sleeps for
up to 30 seconds or it keeps the CPU 100% busy for up to 30 seconds. We use
the following load thresholds: Lmin = 4, Lmax = 6, Lsus = 8. The load manager
keeps the load below the suspension threshold without ever actually suspending
any worker.

To visualize the behavior of the load manager when it has to suspend requests,
we used the same workload as in the previous measurement but we tightened the
load thresholds (see Figure 6): Lmin = 4, Lmax = 5, Lsus = 6. The load manager
had at some point to suspend two workers because it was not able to terminate
workers sufficiently fast to keep the load under Lsus. The load manager starts
to continue suspended workers as soon as the load drops below Lsus.

6 Related Work

Linda [3] provides a distributed shared memory called the “tuplespace” that is
similar to the networked MySQL databases we use in DOSE. A tuple corresponds
to a row of a table in DOSE. Linda programs can insert tuples into tuplespace
and extract tuples that match a simple pattern; this is sufficient for program-
ming things like distributed work queues. Support for tuplespace transactions
and fault tolerance is built in to some variants of Linda [2,1,10,7]. DOSE uses
the ACID properties of free databases like MySQL to achieve fault tolerance,
and it provides a much richer query interface (SQL) than Linda’s simple tuple
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extraction operators. DOSE’s SQL interface is powerful enough for exploring
the state of a distributed application in progress; for example, you can formu-
late an SQL query to see how many requests are unprocessed, or how many
requests have been processed by a particular host. Furthermore, by exposing
SQL in the DOSE API we allow the programmer to optimize the performance
of tuplespace operations, as we did, for example, in our use of buckets as a
way to quickly select a request from the distributed request queue described in
Section 3.
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Astrolabe [8,9] is a scaleable, fault-tolerant distributed information system
based on a peer-to-peer gossip protocol. The system is organized as a tree of
“zones,” each of which provides an SQL interface to a database of zone at-
tributes. The database of a parent zone is defined by SQL aggregate functions
over the databases of its children; thus, information about hosts (at leaf zones)
is summarized towards the root. Updates propagate rapidly in the hierarchy (in
tens of seconds), but Astrolabe does not support transactions as a primitive. The
zone tree represents a summary of the recent state of the hosts and resources
in the network, and can be used by loosely coupled applications to coordinate
distributed tasks. Although both DOSE and Astrolabe use SQL, their focus is
different. Astrolabe’s focus is its scaleable hierarchy, which leads to its use of
aggregate functions rather than arbitrary SQL to define the databases of its in-
ternal zones; the leaf zones are where Astrolabe would deploy any full-fledged
SQL databases. DOSE does not have any equivalent to Astrolabe’s hierarchical
zones, and instead focuses on collections of hosts running commodity databases.

Commercial databases such as Microsoft SQL Server and Oracle 9i provide
support for partitioning database tables across multiple servers. The different
partitions are considered parts of the same virtual database table, and users can
form SQL queries against the virtual table that the databases will answer by
transparently sending sub-queries to each distributed partition and constructing
the answer to the query from the answers to the sub-queries. In the database
research community this has been studied as the problem of “answering queries
using views” [6]. DOSE exposes the partitions to the programmer rather than
giving the illusion of a single table; our focus is on providing a simple imple-
mentation that works for freely-available databases, on automatic tuning of the
partitions for best performance, and on applying the fault tolerance mechanisms
of the databases to build dependable distributed systems.

7 Conclusion

Databases are becoming commodities: they are very widely deployed, and even
the cheap ones are mature and capable. Infrastructures for dependable distrib-
uted computing, on the other hand, are not commodities. Consequently, data-
bases are benefiting from orders of magnitude more development and testing
than any system for building dependable distributed applications.

DOSE is a small (currently, less than 2900 lines of code) and lightweight
framework that leverages the investment being put into commodity databases
towards building efficient and dependable distributed systems. Instead of build-
ing features such as transactions and replication into DOSE itself, DOSE relies
on the database for them. If the commodity database does not provide suffi-
ciently strong semantics for dependability (e.g., MySQL’s imperfect replication
implementation), DOSE provides just enough additional support to achieve the
desired semantics. Since databases are cheap, we can deploy them on every avail-
able computer; DOSE then provides enough infrastructure (a distributed request
queue,a load manager and an auto-placement of partitions) to enable program-
mers to easily create applications that use the available cycles efficiently.
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Abstract. While component technology has been widely accepted as a
methodology for designing complex systems, there are few component
technologies that have been developed to accommodate the character-
istics of embedded systems. Embedded systems are often subject to re-
source constraints as well as timing constraints. Typical scarce resources
include memory for cost-sensitive systems. Many techniques, developed
for reducing code size, often yield code size vs. execution time trade-
offs. Our goal is to develop a framework for supporting the composi-
tionality of resource and timing properties. The proposed framework al-
lows component-level resource and timing properties, which include the
resource/time tradeoffs, to be independently analyzed, abstracted, and
composed into the system-level resource and timing properties. In this
paper, we focus on the problem of composing the collective task-level
code size vs. execution time tradeoffs into a component-level code size
vs. execution time tradeoff.

1 Introduction

An embedded system consists of a collection of components that interact with
each other and with their environment through sensors and actuators. Current
embedded systems control a range of devices, from household appliances such
as refrigerators and ranges, to telephone and cellular connections, to anti-lock
brakes on automobiles and cockpit displays on aircraft. In spite of growing re-
search attention on embedded systems, there seem to be several issues that have
not been adequately addressed with regard to embedded system development.
In particular, even though component technology has been widely accepted as a
methodology for designing complex systems, there are few component technolo-
gies that have been developed to accommodate the characteristics of embedded
systems.

As embedded systems become more complex due to increased functionali-
ties, it is necessary to develop techniques and methods that facilitate the design
of large complex systems from subsystems. Component-based design has been
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widely accepted as a methodology for designing large complex systems through
systematic abstractions and compositions. Component-based design provides a
means for decomposing a system into components, allowing the reduction of a
single complex design problem into multiple simpler problems, and for compos-
ing components into a system through component interfaces that abstract and
hide their internal complexity. Component-based design also facilitates the reuse
of components that may have been developed in different environments. Current
software component technologies focus on abstracting the functional aspects of
components and on validating the functional aspects of assemblies of compo-
nents through interfaces prior to their actual composition. However, prevailing
software component technologies do not support abstraction and composition
techniques for the non-functional aspects of components, e.g., timeliness, perfor-
mance, reliability, safety, and resource consumption, which are critical to embed-
ded software. Our goal is to develop a framework that supports compositionality
of the non-functional aspects of components, i.e., to develop a framework where
the system-level non-functional properties are established by composing together
independently analyzed component-level non-functional properties.

Most embedded systems involve real-time computations. Examples include
communication systems, sensor and actuator interfaces, audio and speech pro-
cessing subsystems, and video subsystems. A challenging problem for real-time
embedded systems is to analyze their schedulability, i.e., to determine whether
the timing constraints of a real-time embedded system are all satisfiable. A key
problem in designing real-time embedded systems is that most schedulability
analysis techniques are not compositional. In particular, there have been no
component interfaces that abstract the timing constraints of components, and
thus there has been no systematic mechanism to analyze the schedulability of
component assemblies through their interfaces.

Most embedded systems, unlike traditional general-purpose systems, are typ-
ically highly resource-constrained. They are often supposed to operate with lim-
ited amounts of resources, which include processor speed, memory, power, and
communication bandwidth. The resource-constrained aspect of embedded sys-
tems raises issues of abstracting the resource consumption of components and
predicting the resource consumption of the assembly of components before their
actual composition. In this paper, we propose a composition framework where
the system-level timing and resource-usage properties can be established by com-
posing independently analyzed component-level properties.

Memory is one of the key factors that determine the manufacturing cost of
an embedded system, especially when the embedded system is implemented as
an SOC (System On a Chip). Many techniques have been proposed for mem-
ory size reduction by reducing program code size. One promising technique for
code size reduction at the instruction set architecture (ISA) level is to use a
subset of normal 32-bit instructions compressed into a 16-bit format as in ARM
Thumb [8] and MIPS16 [22]. These 16-bit instructions are dynamically decom-
pressed by hardware into 32-bit equivalent ones before execution. This approach
can substantially reduce the program code size; however, it increases the number
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of instruction cycles needed to execute, and thus, increases the execution time
of the program. For typical examples, the compressed code may require around
70% of the space of the original code, while executing 40% more instruction
cycles [7].

In this paper, we introduce a compositional framework for the code size vs.
execution time tradeoff, which can be obtained from the use of reduced bit-
width ISA [9]. We assume that each task in a component has its own code size
vs. execution time tradeoff. We present component techniques that can combine
the collective task-level tradeoff information as a component-level code size vs.
execution time tradeoff.

The rest of this paper is organized as follows: Section 2 describes the overview
of the proposed framework and gives the system model and assumptions. Section
3 presents the problem statement, and Section 4 provides related work. Finally,
we conclude in Section 5 with discussion on future research.

2 Our Compositional Framework Based on Periodic
Resource Model

Our goal is to develop a compositional framework for real-time embedded sys-
tems. In this section, we present an overview of our compositional framework
and provide the system models and assumptions of the framework.

2.1 Compositional Framework Overview

We consider a compositional framework, where components form a hierarchy
and resources are allocated from a parent component to its child components in
the hierarchy. The resources allocated to a single component are shared by the
workloads within the component and possibly by its child components, according
to a scheduling algorithm. We define a component Q as a triple (W, R, A), where
W describes a set of workloads (tasks) supported in the component, R describes
a set of resources available to the component, and A is a scheduling algorithm
which describes how the workloads share the resources at all times.

A resource is said to be dedicated if it is exclusively available to a single
scheduling component, or shared otherwise. In the proposed framework, we con-
sider two shared resource types: a time-shared resource and a non-time-shared
resource. A resource is said to be time-shared if it is available to a component at
some times but not available at all at the other times, or non-time-shared if it is
constantly available all the time at its partial capacity. The processor is a good
example of time-shared resources, and the memory space is a good example of
non-time-shared resources.

We consider that the resource requirements of a component is satisfied if
the resource demands of the component is no greater than the resource sup-
plies provided to the component. We now describe this notion more precisely.
Suppose that one or more resources, Rk, k ≥ 1, are available to a compo-
nent Q(W, R = {Rk}, A). For a component Q, its resource demand of a re-
source model Rk represents the collective resource requirements that its workload
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set W requests under its scheduling algorithm A. The demand bound function
dbfRk

(W, i, A, t) of a component Q calculates the maximum possible resource
demands that W requests to satisfy the resource (timing) requirements of task
i under A within a time interval of length t. The resource supply of a resource
model Rk represents the amount of resource allocations that Rk provides. The
supply bound function sbfRk

(t) of Rk calculates the minimum possible resource
supplies that Rk provides during a time interval of length t. A resource model Rk

is said to satisfy a resource demand of W under A if dbfRk
(W, i, A, t) ≤ sbfRk

(t)
for all task i ∈ W and for all interval length t. We now define the schedulability
of a scheduling component as follows: a scheduling component Q(W, R, A) is said
to be schedulable, if the minimum resource supply of R can satisfy the maximum
resource demand of W under A, i.e.,

∀Rk ∈ R ∀i ∈ W ∀t > 0 dbfRk
(W, i, A, t) ≤ sbfRk

(t). (1)

We define a component abstraction problem as the problem of abstracting
the collective resource requirements, which a set of workloads demands under a
scheduling algorithm, as a single resource requirement, called resource interface,
without revealing the internal structure of the component, e.g., the number of
tasks and its scheduling algorithm. We formulate the problem as follows: given
a workload set W and a scheduling algorithm A, the problem is to find an
“optimal” resource model R such that a component Q(W, R, A) is schedulable.
Here, the solution R becomes the resource interface of the component C. The
optimality over the solution R can be determined with respect to various criteria
such as minimizing resource capacity requirements of various resources.

In a hierarchy of components, a parent component provides resource alloca-
tions to its child components. Once a child component Q1 finds an interface R1,
it exports the interface to its parent component. The parent component treats
the resource interface R1 as a single workload model T1. As long as the parent
component satisfies the resource requirements imposed by the single workload
model T1, the parent component is able to satisfy the resource demand of a child
component Q1. This scheme makes it possible for a parent component to supply
resources to its child components without controlling (or even knowing) how the
child components schedule resources internally for their own tasks.

2.2 System Models and Assumptions

As a workload model in the proposed framework, we define a task model by
characterizing its requirements on two resources: the processor and the memory
space. We consider that a task has a periodic real-time requirements on the
processor usage and has a memory space requirement for its code size. We define
a task model as Ti〈(Pi, Ci), Si〉 as follows:
– Period Pi: the fixed time interval between the arrival times of two consecutive

request of Ti. We assume each task has a relative deadline equal to its period.
– WCET (Worst-Case Execution Time) Ci: the time amount required to com-

plete Ti’s execution in the worst case.
– Code Size Si: the size of Ti’s executable code.
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We assume that all tasks in a component are synchronous, i.e., they release
their initial jobs at the same time. We also assume that each task is independent
and preemptive.

We assume that each task has multiple versions of its executable code and
that each version yields different WCET and code size. To capture this, we define
a size/time tradeoff list Xi of task Ti as follows:

– Size/Time Tradeoff List Xi: the list that enumerates the possible pairs of
WCET Ci and code size Si of Ti, i.e.,

Xi = {xi,j = 〈Ci,j , Si,j〉|j = 1, 2, . . . , Ki} and 〈Ci, Si〉 ∈ Xi,

where xi,j denotes the j-th element of Xi, called a size/time tradeoff, Ci,j

and Si,j give the WCET and code size of the j-th version of Ti’s executable
code, and Ki denotes the number of elements of Xi.

We assume that each task’s size/time tradeoff list is derived by the selective
code transformation technique [11], which utilizes a dual instruction set proces-
sor. The greedy nature of this technique ensures that the size/time tradeoff list
Xi is constructed satisfying the following two properties:

– The code size Si,j increases while the WCET Ci,j decreases as the index j
increases. That is, ΔS

i,j = Si,j − Si,j−1 > 0 and ΔC
i,j = Ci,j − Ci,j−1 < 0,

∀i ∈ [1, n] and ∀j ∈ [2, Ki].
– The marginal gain in the WCET reduction for the unit increase in the code

size is monotonically non-increasing, i.e.,

∀i ∈ [1, n], ∀j ∈ [2, Ki − 1]
|ΔC

i,j+1|
ΔS

i,j+1
≤ |ΔC

i,j |
ΔS

i,j

.

Note that the minimum number of Xi’s elements is 2, because xi,1 corresponds
to the program compiled entirely into the reduced instruction set, while xi,Ki to
the program compiled entirely into the full instruction set.

As a scheduling algorithm, we assume that the workloads within a component
are scheduled under the EDF (Earliest Deadline First) scheduling policy, which
has been shown to be optimal in the context of dynamic priority scheduling [15].

For a periodic task set W under EDF scheduling, Baruah et al. [4] introduced
a processor demand bound function dbfCPU(W, EDF, t) that computes the total
processor demand of W for every interval length t:

dbfCPU(W, EDF, t) =
∑

Ti∈W

(⌊ t − Di

pi

⌋
+ 1

)
· ei. (2)

For a task set W under EDF scheduling, we simply define a memory demand
bound function dbfSZ(W, EDF, t) that computes the total memory demand of W
for every interval length t:

dbfSZ(W, EDF, t) =
∑

Ti∈W

Si. (3)
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As a resource model, we consider two resource models: one is a periodic
resource model for a time-shared processor and the other is a non-time-shared
resource model for the memory space. In our earlier work [19], we introduced a
periodic resource model that can characterize time-shard resources with periodic
behavior. This periodic resource model is defined as Γ (Π, Θ), where Π is a period
(Π > 0) and Θ is a periodic allocation time (0 < Θ ≤ Π). A resource capacity
UΓ of a periodic resource Γ (Π, Θ) is Θ/Π . Let us define the supply function
supplyCPU(R, t, t+d) of a resource model R such that it calculates the processor
(resource) supply of R during a time interval [t, t + d). This periodic resource
model Γ (Π, Θ) can specify the resources that has the following property:

supplyCPU

(
Γ, kΠ, (k + 1)Π

)
= Θ, where k = 0, 1, 2, . . . .

For a periodic resource model Γ (Π, Θ), its supply bound function sbfΓ (t) is
defined to compute the minimum resource supply for every interval length t as
follows:

sbfCPU(Γ, t) =

⎧⎨
⎩

t − (k + 1)(Π − Θ) if t ∈ [(k + 1)Π − 2Θ,
(k + 1)Π − Θ],

(k − 1)Θ otherwise,
(4)

where k = max
(⌈(

t − (Π − Θ)
)
/Π

⌉
, 1

)
.

We define a non-time-shared memory resource model Ψ(Υ ), where Υ repre-
sents the memory size that the memory model Ψ can provide. For this model
Ψ(Υ ), its supply bound function sbfΨ (t) is simply defined as

sbfSZ(Ψ, t) = Υ.

We define an interface model as I〈(P , C), S〉, where P is a period, C is a
WCET, and S is a code size.

Definition 1. An interface I〈(P , C), S〉 is said to abstract the resource demands
of a component Q(W, R, A), denoted by I |= Q, if

∀t > 0 dbfCPU(W, EDF, t) ≤ sbfCPU(Γ (Π, Θ), t) ∧
dbfSZ(W, EDF, t) ≤ sbfSZ(Ψ(Υ ), t),

where Π = P , Θ = C, and Υ = S.

We consider each task Ti has multiple candidates of a pair of WCET Ci

and code size Si, and we defined a size/time tradeoff list Xi = {〈Ci,j , Si,j〉}
to specify these multiple candidates. Like an individual task, an interface I can
have multiple candidates of a pair of WCET C and code size S as well. To capture
this, we define a size/time tradeoff list X of I such that X enumerates possible
pairs of C and S, i.e., .

X = {〈Cm, Sm〉|m = 1, 2, . . . ,K} and 〈C, S〉 ∈ X ,
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execution time execution time

code size code size

task-level tradeoff component-level tradeoff

Fig. 1. Component abstract problem with size and time

where Cm and Sm give the m-th WCET and code size, and K denotes the number
of elements of X .

We classify the elements of X into three categories. An element 〈C, S〉 of X
is said to be dominated if

∃〈C′, S′〉 ∈ X C′ ≤ C and S′ ≤ S.

An element 〈Cm, Sm〉 of X is said to be convex, where 1 < m < K, if

∀i ∈ [1, m − 1] ∀j ∈ [m + 1, K]
|Cm − Ci|
Sm − Si

≤ |Cj − Cm|
Sj − Sm

.

The first element 〈C1, S1〉 and the last element 〈CK, SK〉 are convex if they are
not dominated, respectively. An element 〈Cm, Sm〉 of X is said to be inbetween
if it is neither dominated nor convex.

3 Extension to Component Abstraction on Code Size and
Timeliness

In this paper, we present an extension to our compositional framework for com-
ponents with size and time. With the system model and assumptions described
in the previous section, we first present the formal statement of our problem,
called the CAP-ST (component abstraction problem: size and time) problem.

Consider a component Q(W, R, A), where W = {Ti(〈Pi, Ci〉, Si)}, i = 1,
. . . , n, A = EDF. Basically, we consider the problem of abstracting the resource
information of Q with an interface I(〈P , C〉, S). We assume that each task Ti

has a size/time tradeoff list Xi = {〈Ci, Si〉} to represent its own size and time
tradeoff information. Here, we are particularly interested in abstracting the col-
lective task-level size and time tradeoff information as a component-level size
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and time tradeoff information. That is, we want to compose multiple size/time
tradeoff lists Xi’s as a single size/time tradeoff list X = {〈C, S〉}, as illustrated
in Figure 1. For this abstraction problem, we assume that the period Pi of each
task Ti is given and the period P of an interface I is given. We define the CAP-
ST problem as follows: given Pi and Xi for each task Ti and P , the problem is
to construct X such that

∀Ti ∈ W ∀〈Ci, Si〉 ∈ Xi ∃〈C, S〉 ∈ X I(〈P , C〉, S) |= Q(W, R, A).

We now present an approach to the CAP-ST problem with the following
example. Consider a component Q(W, R, A), where W = {Ti | i = 1, 2} and
A = EDF. Let p1 = 50 and p2 = 70. Suppose the size/cycle tradeoff lists X1 and
X2 are given such that 〈ci, si〉 ∈ Xi, where i = 1, 2, as follows:

X1 = {〈3.47, 0.64〉, 〈3.04, 0.69〉, 〈2.80, 0.78〉, 〈2.69, 0.84〉},

X2 = {〈4.46, 1.55〉, 〈4.02, 1.64〉, 〈3.92, 1.71〉, 〈3.84, 1.80〉}.

Now, we can construct the size/time tradeoff list X = {〈C, S〉} of the example
component as follows:

– WCET C. We find the minimum possible value of C that, given P , satisfies

∀0 < t dbfCPU(W, EDF, t) ≤ sbfCPU(Γ (Π, Θ), t). (5)

where Π = P and Θ = C. Suppose each task Ti has a WCET ci determined
as one of the candidate values given by Xi. For example, let c1 = 3.47 and
c2 = 4.46. In this example, when P = 25, the minimum value of C to satisfy
Eq. (5) is 1.63.

– Code Size S. We simply determine S as follows:

S =
∑

τi∈W

si,

and this surely satisfies

dbfSZ(W, EDF, t) ≤ sbfSZ(Ψ(Υ ), t),

where Υ = S. Suppose each task Ti ∈ W has a code size si determined as
one of the candidates given by Xi. For instance, s1 = 0.64 and s2 = 1.55.
Then, S = 2.19.

We now consider an issue of constructing the size/time tradeoff list X . When
each task has multiple elements of its size/time tradeoff list, a pair of 〈C, S〉 has
multiple candidate values. For the above example with P = 25, Figure 2 shows all
the possible elements of X under the labels of “convex”, “inbetween”, and “dom-
inated”. The labels indicate which categories elements belong to. The size/cycle
tradeoff list X can be refined such that dominated elements are excluded or X
contains only convex elements. The latter way ensures that X satisfies the fol-
lowing property: the marginal gain in the WCET reduction for the unit increase
in the code size is monotonically non-increasing, as each task-level size/cycle
tradeoff list Xi does.
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Fig. 2. The elements of the solution X

4 Related Work

4.1 Code Size Reduction Techniques

For many embedded systems, program code size is a critical design factor. We
present a brief overview of a compiler technique for code size reduction that
works for a processor capable of executing dual bit-width instructions. A very
good example of such a processor is ARM microprocessors with a 32-bit instruc-
tion set (IS) for normal modes and a 16-bit reduced bit-width IS for Thumb
modes [8]. A reduction in code size comes from encoding a subset of the 32-
bit normal mode IS into the 16-bit Thumb mode IS. At the execution time,
a decompression engine converts a Thumb-mode instruction into an equivalent
normal-mode instruction during the decode stage. The Thumb IS can access only
8 general purpose registers (out of 16 general purpose registers in the normal
mode) and can encode only a small immediate value. These limitations increase
the number of execution cycles and, thus, increases the program execution time.
For typical programs, by using this technique the code size can be reduced by
around 30%, while the number of execution cycles increases by about 40% [7].

The dual bit-width ISA allows a program to contain both 32-bit normal-mode
instructions and 16-bit reduced bit-width instructions where the mode change
between the two can be performed by executing a single mode-change instruc-
tion. This capability allows for a tradeoff between code size and the number of
execution cycles when compiling a program. For example, by progressively trans-
forming program units such as functions or basic blocks in the normal mode into
the equivalent ones in the reduced bit-width mode while adding patch-up code to
maintain the correct semantics, we can obtain a table that gives possible (code
size, the number of execution cycles) pairs. The order by which the transforma-
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tion is performed considers both reduction in code size and increase in the the
number of execution cycles, i.e., it favors program units that give large reduction
in code size with only a small increase in the number of execution cycles. Our
earlier work [21] proposed a design framework that deals with a design problem
taking advantage of this code size vs. time tradeoff. In this paper, we introduce a
new abstraction technique that addresses the issues of composing the collective
task-level code size vs. time tradeoff information into a component-level code
size vs. time tradeoff information.

4.2 Component Techniques for Timing Aspect

Real-time systems are ones in which correctness depends not only on logical cor-
rectness but also on timeliness. In the real-time systems community, substantial
research efforts have concentrated on the schedulability analysis problem, which
determines whether timing requirements imposed on the system can be satisfied.
For example, extensive studies [15,12,3,2] have been conducted the schedulabil-
ity analysis for dedicated systems. In addition, the schedulability analysis on
hierarchical scheduling frameworks, where components (applications) can share
resources hierarchically under different scheduling, has been receiving a grow-
ing attention [5,10,13,6,17,18,14,19,1,20]. However, there is no widely accepted
technique that supports the compositionality of timing requirements, i.e., how
component-level timing requirements can be independently analyzed, abstracted,
and composed into the system-level timing requirements.

We have developed a compositional real-time scheduling framework [14,19]
for supporting the compositionality of timing requirements. Fundamental to such
a framework is the problem of computing the minimum resource requirements
necessary for guaranteeing the collective timing requirements of a component
or a component assembly. We have addressed this problem systematically, by
developing sufficient and necessary schedulability conditions for the two most
popular real-time scheduling algorithms: EDF (earliest deadline first) and RM
(rate-monotonic). We addressed this problem using a standard real-time require-
ment model, which is the Liu and Layland periodic model [15], and another
model, the bounded-delay resource partition model [16].

5 Conclusion

Our goal is to develop a framework for supporting the compositional modeling
and analysis of timing and resource consumption properties. In this paper, we
considered the problem of supporting the compositionality of timing and code
size properties. Particularly, we focused on the problem of composing the collec-
tive task-level code size vs. execution time tradeoff into a component-level code
size vs. execution time tradeoff.

Our future work includes extending our framework by considering other re-
sources, such as power. For example, the dynamic voltage scaling (DVS) tech-
nique which involves dynamically adjusting the supply voltage and the CPU
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clock speed, has been widely accepted as a key technique to reduce the en-
ergy consumption for embedded systems. This DVS technique generates energy
consumption vs. execution time tradeoff. We plan to develop component tech-
niques that support the compositionality of this energy consumption vs. execu-
tion time tradeoff.

In this paper, we assume that each task is independent. However, tasks may
interact with each other through communication and synchronization. We also
consider extending our framework to deal with this issue.
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Abstract. Distributed computing is widely expected to become ubiquitous over
the next decade. Distributed services such as those provided by Service Oriented
Architectures which will support this ubiquity must meet many requirements at
both runtime and over their lifecycle. Composability is one key requirement for
such services. In this paper we provide refined definitions of composability as it
applies to such distributed services, encompassing both hardware and software.
We then analyze these composability issues as they apply to two middleware
frameworks which support critical infrastructures. The first examines compos-
ability issues for resource management infrastructure for a framework that pro-
vides middleware services for ad hoc mobile networks designed to support emer-
gency rescue coordination. The second investigates composability issues involved
with trust management for status dissemination for the electric power grid.

1 Introduction

In the last ten to fifteen years distributed computing has become mainstream. It has
transitioned from something barely more than a laboratory curiosity to being relied
on in all facets of society. This transition has been driven by many factors, including
cheap computing hardware, the availability of broadband internet connections, and the
maturing of commercial middleware.

Over the next decade distributed computing is widely predicted to become ubiq-
uitous and the default mode of interaction for most application programs. These pre-
dictions are being driven by factors including the rapidly decreasing size and cost of
networked embedded computing hardware and the widespread availability of wireless
network connections. Distributed computing over the next decade will not only become
more widespread in homes, schools, shopping malls, and many public places, but also
in critical infrastructures. Many of these infrastructures such as the electric power grid
currently have very rudimentary communications and application-level services, but are
undergoing ambitious modernization efforts, a large part of which includes improving
their communications infrastructure, including middleware services.
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Programming distributed applications is even harder than programming standalone
ones. Fundamental factors inherent in wide-area distributed computing cause this,
chiefly having to deal with the variability of network-level latencies and partial failures
of computing nodes and network links. At the application level, distributed applications
increasingly have complex quality of service (QoS) requirements with multiple QoS
dimensions such as latency, throughput, availability, confidentiality, and integrity [1].

Distributed applications have historically been expensive to develop and may be
deployed for many years. Thus, developers, system integrators, and maintainers of
such software have had additional higher-level requirements for their software sys-
tems. These include flexibility, adaptability, survivability, manageability, evolvability,
and composability. Composability in particular is a key requirement that has become
of great interest in recent years [2,3,4]. It involves reasoning about and providing end-
to-end interoperability and QoS across different entities, in ways we delineate in the
following section.

In this paper we investigate the space of serial composability for distributed applica-
tion programs. To help clarify this and make it more concrete, we illustrate these issues
in two very different contexts. The first is serial composability of resource manage-
ment for ad hoc mobile environments, driven by emergency response application needs.
The second context is composability of trust management, particularly serial trust com-
posability, in the context of supporting middleware services for critical infrastructures,
primarily the electric power grid.

2 Facets of Composability

There are many different ways in which composability is desired for distributed ap-
plication programs. In this section we provide expanded definitions of such kinds of
composability.

Hierarchical composability involves composing up from contained components. A
given component has a functional API, that deals with its business logic, as well as
(either explicitly or implicity) a QoS interface. Hierarchical composition of functional
APIs has been practiced for decades and is known as the “divide and conquer” tech-
nique. However, when a component uses other local components, the QoS provided
by these subcomponents should ideally be composed upward. That is, the QoS and re-
source usage of the subcomponents plus that of the component body’s code should be
composed into the QoS and resource usage for the higher level component. Such com-
posability is an area of active systems software research, and is currently beyond the
state of the art. It is sometimes called the “system of systems” problem.

Horizontal composability involves composition across peer entities which can be
composed in two primary ways: in parallel and in sequence. Parallel composability in-
volves supporting multiple entities competing for systems mechanisms and middleware
services without interfering with the delivery of the end-to-end QoS that each running
application client receives. Parallel composability issues and techniques are described
in [2]. Serial composability is the ability to provide end-to-end services with predictable
QoS for application clients that are composed of a chain of system mechanisms. Pro-
viding serial composability of the above entities is challenging and in the general case
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beyond the state of the art. There are many open research issues involving the neces-
sary support infrastructure for this, including simulations and testbed experimentation
infrastructures that have necessary hooks to validate the composability of QoS.

Vertical composability involves composing composition of different abstraction lev-
els (i.e., not peers), often in a stack and in the same process. Examples of these levels,
from the bottom up, include:

– Baseline system mechanisms, which are low-level mechanisms that can be consid-
ered atomic for the purposes of composability analysis. Examples include process
creation, process scheduling, bandwidth reservation, and memory allocation.

– Compound system mechanisms, which are built on top of the baseline system mech-
anism. These include replication, checkpointing, and process migration.

– Middleware, on which application programs are built.
– Application programs, both clients and servers.

The middle two of these layer–compound system mechanisms and middleware–may
themselves involve multiple layers across which vertical composability must be pro-
vided. [5] describes how replication using the state machine approach depends on
lower-level compound system mechanisms including resilient processes, RPC, and mul-
ticast. [6] describes 4 layers of middleware; from the bottom upwards they are: host
infrastructure middleware, distribution middleware, common middleware services, and
domain-specific middleware.

Resource management can compose in all 3 ways described above, though typically
not all in a single resource management system. Vertical composition involves compos-
ing resource usage up a stack. For example, classical resource managers may allocate
low-level resources such as memory and CPU time, while a middleware manager will
create and manage distributed objects (or whatever abstraction the given middleware
provides) based on the lower-level resources provided by the baseline resource man-
ager. Serial composition of resources is important in the ad hoc mobile network domain,
as described in Section 3. Hierarchical resource management is very important for com-
plex wide area distributed application programs such as for the military. An example of
a hierarchical resource manager is Darwin [7].

3 Mobile Resource Management and Composability

3.1 Overview of the Ad Hoc InfoWare Project

Efficient collaboration between rescue personnel from various organizations is a mis-
sion critical key element for a successful operation in emergency and rescue situations.
There are two central preconditions for efficient collaboration, (1) the incentive to col-
laborate, which is naturally given for rescue personnel in many emergency response sit-
uations which may involve fire, police, and paramedics; and, if terrorists are involved,
collaboration may also involve military, disease control experts, and nuclear or chemi-
cal experts and (2) the ability to efficiently communicate and share information. Mobile
ad hoc networks (MANETs) have the potential to provide the technical platform for
efficient information sharing in such scenarios, assuming that all rescue personnel are
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carrying and using mobile computing devices with wireless network interfaces. Appli-
cations are needed to turn a working infrastructure of a MANET into a useful system,
like dispatching of rescue personnel and equipment, context-aware medical diagnosis
and treatment support, and real-time evidence collection and management. Unfortu-
nately, the state of the art in such middleware for MANETs is very limited, with almost
no support for the necessary MANET-specific interaction styles and resource manage-
ment. As a result, application development for MANETs is particularly difficult.

MANETs are typically highly dynamic networks in terms of available communica-
tion partners, available network resources, connectivity, etc. Furthermore, the end-user
devices are very heterogeneous, ranging from high-end laptops to low-end PDAs and
mobile phones. CPU, storage space, bandwidth, and battery power represent important
resources. Finally, many application scenarios, like coordination of rescue teams, have
hard non-functional requirements such as availability, efficient resource utilization, se-
curity, and privacy. Both the heterogeneity of devices and the broad range of functional
and non-functional requirements make a composable solution preferable. Complex mid-
dleware services are decomposed in such a way that on resource weak devices only
some of the service components are deployed and on resource strong devices all service
components are deployed to meet the application requirements. Further, serial compos-
ability is an issue: these non-functional requirements must often be provided across
multiple infrastructures. Thus, sufficient quality in information access and sharing in
such an environment faces many obstacles. Obviously, solving these issues in every
new MANET application from scratch is not practical, nor would it be desirable even
if it were practical. Rather, a set of composable middleware services that support the
development of applications for MANETs is needed.

Our goal in the Ad Hoc InfoWare project is to develop composable middleware
services for information sharing in MANETS, with a key driving example being emer-
gency and rescue operations. We assume that wireless computing devices will be used
as the basic technical means for information sharing between rescue personnel such as
policemen, firemen, physicians, and paramedics.

These MANETs at emergency sites have the typical MANET complications such
as heterogeneous nodes, unpredictable reachability of nodes, etc. However, in many
cases MANETs at emergency sites will not be entirely infrastructureless, because some
devices might serve as gateways to the Internet. Middleware services for MANETs must
thus provide serial composability of QoS and resource management policies that span
this wired-wireless environment.

We address these challenges and requirements in the Ad-Hoc InfoWare project
by developing a set of configurable middleware components for MANETs that pro-
vide their services to applications and to other middleware components. Figure 1 il-
lustrates our architecture, comprising five major components: knowledge management,
distributed event notification, watch dogs, resource management, and security and pri-
vacy management. The knowledge management component supports sharing of infor-
mation by accommodating the heterogeneity of organizations involved. It presents the
information in a way that human and non-human users of all organizations can under-
stand. This implies supporting functionality akin to high-level distributed database sys-
tem functionality, querying available information and keeping track of what information
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is available in the network. The likelihood of connection loss, at best sporadically and
sometimes quite regularly, implies also that middleware services based on synchronous
communication are not a good choice, because they are too vulnerable with respect to
communication disruptions. The alternative to synchronous interactions is a distributed
event notification system (DENS). Events are detected by watchdogs on the devices and
the DENS delivers notifications as reliably as possible to their destinations. Devices will
inevitably lose contact with other mobile devices due to network partitioning or power
drain, but groups that are portioned off from other parts of the MANET must still func-
tion as well as possible. Therefore, replication is necessary to achieve the required level
of availability. This includes replication of data as well as replication of middleware
services, e.g., DENS functionality and state. In order to make replication decisions that
increase the availability and result in efficient resource utilization, it is important to keep
track of resources. This resource management (RM) must track resources across differ-
ent wired and wireless infrastructures and must support policies that compose serially
across infrastructures to provide end-to-end QoS for the wide range of applications,
users, and corresponding usage patterns.
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Fig. 1. Ad-Hoc InfoWare middleware components

Performance and efficient resource utilization are also important, but there is typi-
cally a trade-off between these two requirements and availability. There is no general
solution for this trade-off and its resolution often depends on the particular application
and even the particular emergency situation. It is thus necessary to allow the applica-
tion (or system integrator or system administrator) to define policies on how to han-
dle these tradeoffs. Hardware heterogeneity requires also that middleware services are
configurable, such that small resource-weak devices run only a few middleware com-
ponents and devices with sufficient resources run many (or all) components. This is
a different kind of serial composability, of services across a span of device capabil-
ity. Careful management of this can prolong the lifetime of the resource-weak devices
and thereby provide broader coverage of the service for users of the application. The
security and privacy management component is concerned with controlling access to
shared information.
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3.2 Resource Management

The Ad Hoc InfoWare middleware is designed as a set of configurable components
to address the wide range of devices. Configuration of components is achieved by de-
composing each component into a set of sub-components. Each component can de-
ploy only a part of its sub-components or all. By this it can adapt to the available re-
sources. Obviously, a minimal configuration, i.e., deploying only one sub-component,
can only provide the basic functionality. Richer configurations that include additional
sub-components can provide more functionality but requires more resources.

We illustrate the possible configuration for the Ad Hoc InfoWare middleware by
describing the DENS and RM. DENS two main tasks are delivery of notification and
state management. Delivery is built on three delivery components to exchange informa-
tion on subscriptions and notifications between the specialized three pairs of entities:
subscriber - DENS, DENS - DENS, and DENS - publisher. A minimal configuration
contains only one of the delivery components, which is needed by any node that wants
to use and or provide DENS related services. A richer configuration for DENS also
involves the three management components, i.e., state management, storage manage-
ment, and availability and scaling management [8]. These management components
allow storing subscriptions and notifications that could not be delivered due to net-
work partitions, and handling inconsistencies between states of different DENS nodes.
RM main tasks are resource monitoring and resource information management. Re-
source monitoring is built on three components for monitoring local resources, remote
resources and dissemination of resource information. A richer RM configuration could
consist additionally of a replication manager and a component for reasoning about use
of resources. The latter helps the former by recommending whether to use or to free
resources, respectively, e.g., where to replicate data, or which resource to use on other
nodes. The task of the proposal unit is to recommend to the replication manager when
to replicate data and to which node. This implies also that the proposal unit recom-
mends when to use which resources and when to free them. These management com-
ponents allow applications to use remote resources and increase availability of data in
the network.

In order to provide a complete and correct set of middleware services it is necessary
that each network, including every partition of the network, hosts a complete version
of each of the middleware services. The role of RM in such an environment is to know
what services a node is running and what services are missing. It needs to find ways to
balance the lack of resources on nodes, by composing the service instances running on a
set of nodes. One important factor in composing the service is the amount of resources:
on the local node, on another node, and on a set of nodes.

We illustrate this with four examples where service composability gives the possi-
bility to middleware and applications to react correctly to changes in the environment
and by this to provide better services to the user.

– Composing resources for DENS - Ad Hoc InfoWare middleware
In case of a network partition a middleware service, such as DENS, might not have
any instance. In this case, it is the task of RM to discover one or more nodes able to
run the missing sub-services of DENS. If the service is missing completely it can
instantiate the entire DENS service.
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– A smart resource usage by using knowledge - Ad Hoc InfoWare middleware
Recommending use of a resource from another node raises trust and reliability
problems. To avoid such problems RM can request from the KM high level infor-
mation about a node’s grouping information, for example the owner organization.
It selects for recommendation the node with the highest degree of trust.

– Using video automatic analysis for evidence collection - application
We envision an application for online automatic annotation and analysis of video
recordings. Such an application could be composed from the following three ser-
vices: video recording, online video analysis and online video annotation. Each of
these services can be offered by a different node. If the capture node is not able
to perform all tasks, they might be distributed to other nodes. This can happen for
various reasons, for example the service is not present locally or the it doesn’t have
enough computation power. In this case, the application can request to RM to find
the nodes where these services can be performed.

– Advanced video streaming and transcoding - application
Another possible application is video streaming and transcoding for clients with
different capabilities. For such an application the following components can be en-
visioned: high resolution video recording, transcoding service, storage service and
streaming service. If the video capture node is unable to perform a video transcod-
ing and streaming, the application can request the RM to find the nodes where these
services can be performed.

In these examples, although the source of the request is different, the goal of the
service is the same: to find the resource that suits best its requirements, which is the task
of RM. A way of achieving this is to monitor and predict data and resource availability.

To predict availability of resources the RM first predicts the future connectivity to
the nodes. The second step is to disseminate the resource availability information in the
network. To determine the connectivity to nodes it is useful to estimate their current
and future position. A way to perform this is to determine the mobility patterns for
each node and group of nodes, which means determining the pattern of movement in a
scene for a node. One constraint of our application domain is that it is not possible to
have exact location information on all nodes all the time, because GPS devices will not
always work (e.g. in tunnels or buildings). Due to this, it can rely only on other types of
information, for example routing tables from the routing protocol, wireless bandwidth
characteristics, statistics of adjacency of nodes or group membership descriptions.

Currently, we are working on analyzing data obtained from the Ad hoc On-Demand
Distance Vector (AODV) Routing protocol [9] for prediction of future connectivity of
nodes. Each node keeps track of its neighbors, but since AODV is a reactive routing pro-
tocol, only as long as it is involved in communications, i.e., transmitting and receiving
data, or transmitting routing messages. We use this information to build neighbors’ his-
tories, which we later use to estimate the future connectivity between two neighboring
nodes. This method has the advantage that it can be used for any other routing protocol.
Another advantage is that it doesn’t create extra load on the system, since it does not
send any messages but only monitors the routing tables for changes. Our preliminary
experiments have shown that we can predict connectivity of nodes up to 170 seconds
in the future. We also can use application level information like maps and location ser-
vices if present and reachable in the network. The second step when predicting data and
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resource availability is to disseminate and search available resources and data. In order
to disseminate information on availability of resource and data, we currently investigate
the use of DENS and the direct collaboration between RM instances on different nodes.

3.3 Related Work to Resource Management for Middleware for MANETs

Most of the existing work on resource management in ad hoc networks is oriented
toward studies of QoS (Quality of Service) [10,11,12], bandwidth management [13]
and mobility management [14].

Some of the existing work proposes the use of nodes’ mobility information to im-
prove information accessibility in MANETs. For example, Chang et al [15] propose a
framework for a distributed data accessibility service to access multimedia data within
a heterogeneous cooperative group. It is assisted by a predictive location-based routing
protocol which tries to maintain a specific set of QoS parameters. For this, they assume
that moving nodes remain in the same groups and follow predictable movement pat-
terns. Each node constructs the movement patterns of its neighboring nodes. For this, it
relies on information like the geographic location of nodes, movement direction and ve-
locity, transmission range of the node and on the received periodic position broadcasted
from the nodes. Using movement patterns, each node participating in a transmission
is capable of predicting the future location of the intermediate nodes and destination.
Under similar assumptions NonStop [16] constructs the movement patterns for a set
of mobile nodes which exhibit similar mobility patterns in their movements. They are
used to guarantee the continuous availability of multimedia streaming. NonStop esti-
mates the occurrence of network partitioning to replicate data to a streaming server that
has a low probability of being disconnected from a requesting client during a stream-
ing session. For optimization, MARE [17] tries to reduce bandwidth requirements by
moving operations, rather than transmitting data across a network. Information on avail-
able resources (services) is shared by periodically announcing availability of resources
(services) through distributed tuple spaces. Allia [18] uses peer-to-peer caching and
policy-driven agents to facilitate cross-platform service discovery.

4 Trust Management and Composability

4.1 Trust in Distributed Systems

Trust is an abstraction of individual beliefs and requirements that an entity has for spe-
cific situations and interactions. Creating a universally acceptable set of rules and mech-
anisms for specifying and reasoning about trust is a difficult process because of the
variety in trust definitions. Researchers have defined trust concepts for many perspec-
tives, with the result that trust definitions overlap or contradict each other [19]. There
are numerous models of trust, although no rigorous classification of either trust or its
models has been developed yet. Nevertheless, there is a subtle feature that differentiates
a generic trust model [20,21,22,23] from a trust management system [24,25,26]; the for-
mer focuses on representing specific aspects of trust, such as authentication, reputation,
and cooperation, whereas the second focuses on dynamically managing the lifespan of
trust relationships.
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Regardless of model or management system, there are a number of open problems
dealing with the general concept of trust [19]. In this section we focus on a specific prop-
erty of trust, essential in collaborative environments: serial composability of a chain of
trust relationships. By definition, trust is not automatically transitive, yet effective mod-
els for composing trust are required in a number of cases. For instance, in some situ-
ations, the determination of trust is based on reputation while for other configurations
trust evaluation must rely on cooperation bonds. The goal is to devise a systematic way
for synthesizing the various trust models in a situation-aware framework. In addition
to the general case, serial trust composition is required whenever a number of entities
collaborate in executing a specific task.

4.2 Serial Trust Composability

In this case study, we restrict the scope of serial trust composability to an information
sharing system that delivers information from a source to the intended recipients. Trust
composability is illustrated in the next example. In any trust relationship, there is a
trustor and a trustee. A trustor is the entity that places its trust in another entity to
act as expected, within a particular context. This second entity is the trustee. A trust
relationship is one-to-many when a group of trustees are trusted similarly within the
same context. Current trust relationships are pairwise and support trust towards a non-
interacting group of trustees. In Figure 2(a), A trusts B, C, and D to consume data d in
a one-to-many relationship. Recognition of one group member as untrustworthy would
not affect the trust placed in the remainder of the group, provided that the untrustworthy
member is expelled.

(a) One-to-Many relationship for 
           non-interacting group of trustees

(b) One-to-Many relationship for 
             interacting group of trustees

Group of Peers

B

C DA
d

d

d

Fig. 2. Pairwise and Composite Trust Views

A pairwise approach cannot encompass the complexity of trust in collaborations
that go beyond two. Consider the WAN in Figure 2(b). A trusts D, that resides on a dif-
ferent LAN, to consume its data. Intermediate entities B and C forward this data to D, so
some form of trust also exists between entity A and the forwarding servers. Malicious
intermediary servers would affect the trustworthiness of data received by D. Untrust-
worthy servers cannot simply be expelled from the trust group but in many situations
they must be replaced by trustworthy ones. Here, a trustor places its trust in interacting
trustees that collaboratively execute a task rather than one alone. Such composite views
of trust are implemented by systematic assessment of data trustworthiness when data is
handled by a chain of different trustees.
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In general, trust evaluation must integrate diverse inputs such as cooperation, com-
petition, experience, recommendation, intrusion detection and assurance. Trust compo-
sition is a form of integration and it is aimed at reasoning about two risks: an informa-
tion producer risks leakage or misuse of its information and an information consumer
risks receiving inaccurate or malicious information for use. Composing trust in an in-
formation sharing system is founded on three concepts: trust expectations, information
lifecycle decomposition, and information trustworthiness within its lifecycle. The me-
thodical management of these concepts let us built individual pairwise trust relation-
ships at different times during the information flow and examine a broader view of trust
placed on the specific information stream.

Starting with the trust expectations concept, an entity forms expectations as a way to
express concretely its interpretation of trust. Behavioral, security, and QoS requirements
are included in a trustor’s expectations. Expectations pertain to a specific trustor, in a
given context, and this permits setting expectations based on individual perspective.
An expectation includes all behavioral (competence and motivation), security, and QoS
requirements derived from a trustor’s goals, standards, principles, and morals.

The second concept deals with the information lifecycle. Information lifecycle is de-
fined as the interval during which information is created and consumed. This interval is
decomposed into three stages: generation, dissemination, and consumption. The entities
responsible for the information at each stage are the information producer (generation
stage), information dissemination medium (dissemination stage), and finally, informa-
tion consumer (consumption stage). After decomposition, trust can be examined and
evaluated at this finer granularity for each stage in the information lifecycle. Pairwise
trust is the subjective and dynamic belief placed by an entity (trustor) on another entity
(trustee) to act as expected during an information lifecycle stage.

There are two specialized forms of pairwise trust: Information Provider Trust (IPT)
and Information Consumer Trust (ICT). IPT refers to the subjective and dynamic belief
placed by an information consumer (trustor) on an information producer (trustee) to
provide information as expected. Similarly, ICT refers to the subjective and dynamic
belief placed by an information provider (trustor) on an information consumer (trustee)
to consume information as expected.

P C

trustor trustee

trustortrustee

I

trustee

trustee

ICT(Producer,Consumer)
ICT(Producer,Dissemination Medium)

IPT(Consumer,Producer)
IPT(Consumer,Dissemination Medium)

Fig. 3. Pairwise Trust Relationships within Information Lifecycle

Finally, the third concept is that of information trustworthiness. Information trust-
worthiness during a particular lifecycle stage depends on the trustworthiness of the
entity that handles the information during that stage. As a result, information trustwor-
thiness is related to the trustworthiness of all entities that handle it, not just the creator
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or consumer of the data. Based on this principle, a composite view of trust is defined.
Composite view of trust is the composition of subjective and dynamic beliefs placed
by an actor (trustor) in other actors (trustees) to act as expected during the information
lifecycle. In other words, composing trust is the synthesis of pairwise trust relationships.

Figure 3 illustrates the four basic pairwise trust relationships in a generic informa-
tion sharing system, which is viewed from the perspective of its three required entities:
a producer, an information dissemination medium, and a consumer. Synthesizing the
pairs of pairwise relationships gives a composite view of trust, which is essential in
managing the risk of information leakage and use of malicious information.

Composing trust becomes more complicated when the dissemination medium con-
sists of a network of interconnected servers. Consider a publish-subscribe system, with
publishers, subscribers, and event servers as the main entities. Among these entities
there are three information flow lifecycles: publication advertisement from the pub-
lisher to the event servers, subscription request initiated by the subscriber and received
by the event servers, and message forwarding from the publisher to the subscriber.

We focus on the message forwarding information flow lifecycle that has trust re-
quirements as follows:

1. The publisher must be able to infer that the subscribers will not leak confidential
information.

2. The publisher must be able to rely on the event servers regarding message forward-
ing.

3. The subscriber must be able to infer that publishers publish trustworthy data.
4. The subscriber must be able to rely on the event servers regarding message delivery.
5. Each event server must be able to rely on other trustworthy servers that it receives

messages from or forwards messages to.

Figure 4 illustrates the pairwise trust relationships that satisfy the requirements men-
tioned above. It is important to note that each event server acts as both a producer and
a consumer of information by forwarding to and receiving messages from its adjacent
servers. Publishers and subscribers need the tools to synthesize the individual trust re-
lationships for the servers involved in the forwarding operation so as to derive the trust-
worthiness of the information dissemination medium as a single entity. For example,
ICT(Producer,Dissemination Medium) translates into the composition of the trustwor-
thiness of the chain of the servers on the information delivery path.

4.3 Trust and the Electric Power Grid

An electric power grid consists not only of a network of generators, transmission lines,
and distribution infrastructure to customer premises but is overlaid with a communi-
cations and control system which enables the economical and stable operation of the
grid. The communications infrastructure for the electricity grids in Europe and the US
are based on conceptual designs from the 1960s and have evolved very little since. In
recent decades forces including industry restructuring, a lack of investment in transmis-
sion capacity, and almost no investment in research and development have converged
to stress the grid and to highlight the inadequacy of its communications infrastruc-
ture [27]. This rudimentary infrastructure must match supply and demand and control
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Fig. 4. Pairwise Trust Relationships in Publish-Subscribe Systems

grid-wide dynamics in real time with control mechanisms and sensors that are largely
local in scope, and its limitations have been a factor in every recent major blackout. Its
shortcomings also limit the deployment of better control and protection schemes [28].

We have been developing the GridStat framework (www.gridstat.net) to provide
better communications services for the electric power grid. GridStat specializes the
publish-subscribe paradigm for the semantics of status dissemination, and features QoS
management. GridStat is involved in collaborations with a local electric utility and a
national energy laboratory in the US. Through projects such as GridStat, the power
grid’s existing communication infrastructure is thus in the initial stages of being trans-
formed into one with distributed services that must support composability in the ways
described in Section 2. However, operating in a collaborative yet competitive environ-
ment gives rise to new challenges, especially in the realm of trust management, involv-
ing proper and legal disclosure of data between grid participants. Universally accessible
information may result in compromising consumer privacy or extracting consumption
production patterns, or even aiding in launching malicious cyber or physical attacks.
Information passed by a competitor or the ability to delay a competitor’s information
may also provide significant and unfair competitive advantage. Uncontrolled data ac-
cessibility affects the stability of the grid from operational and financial perspectives.

Consider a simple early warning system that spans a number of regional districts.
One of the important requirements for maintaining grid reliability and stability is to
respond in a timely manner to various problems, including security attacks and opera-
tional failures. If a warning system were in place, cooperating power companies would
have disclosed leading indicators of problems (virus information, status data involving
local instabilities and perturbances not visible outside a given power company, etc.) to
prevent further escalation of the failure with catastrophic consequences (e.g. bringing
down the power grid, or part of it). One major practical difficulty in deploying such a
system lies on the fact that power utilities are reluctant to share information that might
jeopardize their business, either legally or financially. The source of their hesitation is
their inability to quantify the risk of business discontinuity. Hence, in order to protect
themselves financially and legally, utilities choose not to share information.
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However, a utility’s ‘no share’ policy can be relaxed in many cases if a trust man-
agement system provides automated predictions about the risk factors regarding inter-
actions with other grid participants. For example, the disclosure of an indicator that is
not market sensitive, under normal conditions, pertains no significant risk for the utility.
Utilities do not trust each other, but, with adequate trust management support, sharing
does not have to be a binary decision. Even though utilities need to restrict who has
access to its published data, selective data sharing is still a possibility. The real chal-
lenge is to understand what trust means at a particular situation. Deciding what to share
and with whom is a function of the trustworthiness of a utility at the other end of the
interaction. Risk management is a vital element of decision making, as there is a cost
for trusting but at the same time there is a cost for not trusting.

5 Discussion

Composability is a key property that has many facets. In this paper we provided a re-
fined definition of composability that includes vertical composability across layers of
mechanisms and services and horizontal composability between peers entities in these
layers. We then examined composability issues and mechanisms in two different mid-
dleware frameworks for critical infrustructure services.

The examples presented in Section 3.2 for composable middleware services and ap-
plication services illustrate the need for reconfigurable services to determine proposed
composition and configurations. In the first two examples the different components of
the Ad Hoc InfoWare middleware need to compose their functionalities in order to
perform. The first one indicates how to create the complete DENS configuration in a
resource poor network, and the second one shows how resource management improves
when it can use high level information from KM. The third and fourth examples indicate
how service and resource composition can help applications.

The examples involving trust management issues in the electric power grid pre-
sented in Section 4.3 involve composability in very different ways. The existence of
multiple entities, with possibly diverse trust policies and mechanisms, makes trust com-
position for information flows that span these domains more complicated and less
tractable. One of the lessons learned from decades of research in security is that the
problem of how to compose two or more secure components into a secure system is
hard and still remains an open problem. Trust composability requires synthesis of trust
relationships. Unlike secure components, trust relationships’ semantics are simpler and
it is our opinion that it is feasible to compose chains of realistic relationships, given that
these relationships are formally defined. While this is still open research, we believe
that heuristic approximations and policy language support provide relaxations for many
practical cases.

The composability techniques, issues, and tradeoffs presented in these two examples
apply at least in part to other contexts. Most research projects and commercial products
in the area of resource management are tailored for local area networks or at most a cor-
porate enterprise scope, and thus do not have to deal with the severe availability issues
that resource management for ad hoc mobile networks necessarily entails. However, as
they become deployed in wide area networks—with their higher variations in both re-
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source availability and the usage patterns, QoS requirements, and the sheer number of
ubiquitous client applications—then the issues such resource management frameworks
face become similar to issues faced by ad hoc mobile networks. The trust management
issues and techniques described in this paper generalize beyond the electric power grid.
Many environments where there are economic markets involved and real-time status
being monitored will require such composability, including non-electric energy mar-
kets. However, we believe that many other kinds of distributed applications over the
next decade will require serial composability of trust relationships, and corresponding
trust infrastructures to provide them. Examples of such applications include so-called
“virtual corporations” lashed together for a short or medium period of time to cooperate
on a product or contract, or emergency response.
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Abstract. This paper provides an overview of Proof-Based System En-
gineering (PBSE), which aims at improving the current practice of de-
veloping computer-based systems. PBSE is of particular relevance for
safety critical applications and other systems where dependability prop-
erties are essential. This is particularly the case for applications in the
aerospace domain targeted in the EC FP6 Integrated Project ASSERT.
Applying PBSE both permits to eliminate most common design faults
before embarking on the development of a system and maximizes reuse,
which leads to significant savings in time and budgets. Particular empha-
sis is put on the requirements capture phase of PBSE, where a virtual
system model is used as a novel means to structure the information to
be captured.

1 Introduction

Stringent requirements for high availability, high reliability and safety in mission-
or/and life-critical applications entail specific and complex constraints on the de-
sign, verification and validation of computer-based systems (CBS). The challenges
thus involved are addressed by the Proof-Based System Engineering (PBSE)
method, which builds upon INRIA’s TRDF method (“Traitement Distribué”,
“Temps Réel”, “Tolérance aux Fautes”), a generic method that has already been
applied successfully in a number of former projects [1,2]. PBSE is currently ap-
plied in the FP6 Integrated Project ASSERT.1

Unlike most software engineering approaches, PBSE targets the entire CBS of
an application, not just the software part of its constituents’ embedded systems.
Examples are the worldwide distributed CBS for a bank or— in the case of
ASSERT — the CBS that spans spacecraft, the International Space Station, and

1 ASSERT (IST-004033) is an IST-FP6 Integrated Project sponsored by the European
Commission under the strategic objective of “Embedded Systems”. Coordinated by
the European Space Agency (ESA), the consortium consists of 29 partners from both
academia and industry. Consult www.assert-online.org for further details.

M. Malek, E. Nette, and N. Suri (Eds.): ISAS 2005, LNCS 3694, pp. 164–179, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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ground stations. Traditional formal/informal software engineering methods are
primarily concerned with how to build the specification right , i.e., how to correctly
implement some given specification. PBSE is orthogonal to these methods as it
addresses the issues involved with how to build the right specification, which
consists of:

– building an adequate specification of the problem(s) to be solved , by man-
dating a dedicated requirements capture phase prior to any system design,
validation and implementation work,

– building a correct specification of the solution(s), with a priori and maximum
reusability of efforts, by mandating “forward” proofs in every step of the
solution design, rather than “backwards” verification and testing.

PBSE focuses entirely on the CBS-centric non-functional requirements “hid-
den” in an application, however. It thus actually allows to separate functional
requirements (application semantics) from non-functional requirements [3]: Ap-
plication programmers, who may use standard formal/informal software engi-
neering methods2, can safely ignore non-functional aspects during functional
analysis and design. PBSE experts, on the other hand, can abstract away func-
tional requirements in the course of their work, which rests upon splitting the
non-functional requirements into a set of models that specifies assumptions about
the CBS’s environment, and a set of properties that specifies desired system-level
services and their QoS. The system-level solutions developed according to PBSE
principles will guarantee that the CBS satisfies those properties in any environ-
ment that matches the assumptions stated in the models.

One of the primary purposes of PBSE is to eliminate faults made in the early
phases of the overall life cycle: It is well known that faults made in the course
of requirements capture phases are the dominant causes of project setbacks or
operational failures, hence the major contributors to inflated costs and project
overruns. Another primary purpose of PBSE is to reduce the complexity of the
system integration and final testing phases, phases which are not well mastered
under current practice. Finally, PBSE aims at composability checking, target-
ing the reuse and composition of designs and proofs, not just the reuse and
composition of software or hardware components.

This paper provides an overview of the rationale and life cycle of PBSE,
and introduces the virtual system model as our primary means to structure the
requirements capture phase. It is organized as follows: The rationale for the
need of a proof-based approach and some related work is given in Section 2.
An overview of the PBSE life cycle, with particular emphasis on the PBSE
requirements capture phase, is contained in Section 3. Section 4 provides a short
example of the reuse possible with PBSE. The definition and usage of the virtual
system model is presented in Section 5. A concluding discussion of PBSE in
Section 6 completes the paper.

2 Using formal SW engineering methods puts you in the desirable situation of having
a continuous chain of proofs from problem specification to implemented solution.
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2 Why PBSE ?

Consider critical systems, where criticality is related to the possible loss of life,
mission or simply money. Obviously, such systems should be designed in a way
that prevents such losses, or, more realistically, makes them sufficiently unlikely.
For air traffic control systems, for example, it is required that system unavail-
ability shall be less than 3 seconds a year, which translates into an availability
figure of 1 − 10−7. With today’s practice, however, too many of these systems
fail, and too many projects are canceled, are late or more expensive than planned
due to the difficulty of meeting such stringent requirements.

Software design & software development is commonly blamed for these prob-
lems, giving raise to the so-called “software crisis” in critical systems design.
And indeed, as software became the dominating factor in today’s computer-
based systems, there is always some piece of software running when a system
failure occurs. However, simply accusing software turns out to be wrong or at
least misleading in many cases, since doing this ignores the difference between
the cause of a system failure, i.e. the fault, and its observed manifestation, i.e.
the failure.

In fact, several studies show that software is better than its reputation: For
instance, an analysis of the causes of failures of the US public switched telephone
network [4] shows “that SW errors caused less downtime (2%) than any other
source of failure except vandalism”. Rather, overloads were recognized as the
dominant cause (44%). Another example where software was blamed for a system
failure is the well-known loss of the Ariane 5/501 launcher, which caused a
financial loss in the order of 450 Me and a 1 year delay for the Ariane 5 program.
Although the inquiry board [5] concluded that poor software engineering practice
was the culprit, other problems actually caused the failure [6,7].

Rather than in software [engineering], these and many other critical system
failures have their roots in poor system engineering practice [8]. Of course this is
not meant to suggest that the computer industry does not have problems in the
field of software engineering, but rather that there are other areas (i.e., system
engineering) that are even less mastered and have not received enough attention.

One major reason of failure is related to the specification generation pro-
cess: With formal software engineering methods, under some restrictions, it can
be verified that specifications are implemented correctly. But where do these
specifications come from? It does not help much to be provided with a software
component “proved correct” vis-à-vis its specification, if that specification is in-
appropriate (“incorrect”) for the application/system problem considered. Proper
requirements engineering methods [9,10,11,12] must be utilized to provide an
agreed-upon specification of the problem to be solved. In general, however, this
is difficult due to the inevitable intertwining of requirements and solutions [13]
and the often conflicting requirements of different stakeholders [14]. In the con-
text of ASSERT, the problem is further exacerbated by the difficult fault-tolerant
distributed real-time computing problems typical of aerospace applications.

Another major problem is the level of complexity involved with proving
systems-in-the-large [3,15]: Even a locally verified system component can suf-
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fer from inconsistencies and hidden non-functional dependencies with respect to
other components in the system. So if such components, which behave correctly
when run in isolation from each other, are executed together within a system,
they could suffer from undesired interference and hence fail. The resulting fail-
ure is observed in the execution of the software, but the actual fault is rooted
within poor system engineering practice: Global verification would have spotted
system-level inconsistencies and hidden non-functional dependencies. Unfortu-
nately, however, such techniques suffer from well-known state explosion problems
and are hence infeasible for most real-world-size problems. Moreover, they are
necessarily “a posteriori” verification approaches, which do not a allow the de-
velopment of solutions that are correct-by-construction.

PBSE is the only method we are aware of that addresses these challenges in
a common framework: PBSE/TRDF shares some of the goals of the Design-by-
Contract approach [16] and the B method [17], notably the mandated use of non-
ambiguous specifications and the fulfillment of proof obligations. However, PBSE
addresses system-level concerns, regardless of the implementation technology
resorted to in fine, rather than software-related concerns only. In the remainder
of this paper, we will try to shed some light on how this is accomplished.

3 The PBSE Life Cycle

Before giving an overview of the phases of the PBSE life cycle, we need to
introduce some basic notations. As mentioned above PBSE is concerned with
building the correct specification of the problem to be solved, as well as building
the correct specification of the solution. A specification of a problem will be
denoted 〈Z〉, with 〈z〉 denoting the set of unvalued variables in 〈Z〉. The Design
specification of a system solution will be denoted [S], with the set of unvalued
solution variables [s] that correspond to the unvalued problem variables 〈z〉.
Typical examples of such unvalued variables are process sets, deadlines, worst-
case execution times, invariants for logical safety, density of failure occurrences.
Note that the size and type of 〈z〉 and [s] reflect the genericity of the specification
of the problem 〈Z〉 and the solution [S], respectively. The design specification
[S] is referred to as specification of a solution, because its implementation is
the solution, denoted S, of the problem stated in 〈Z〉. In ASSERT we do not
consider a specific mission, but rather (two) families of missions, resulting in two
very generic pairs {〈Z〉, [S]} of problem and corresponding solution specification,
which are referred to as System families (SF).

A problem specification 〈Z〉 actually comprises two sub-specifications:

– Models 〈m.Z〉, which stipulate operational, technological, and environmental
assumptions. They specify the adversary (Adv) for (the designers of) [S].

– Properties 〈p.Z〉, which stipulate the desired services and QoS. They must
be guaranteed by the operational system S (assuming [S] is implemented
correctly) in the presence of an adversary no stronger than 〈m.Z〉.
Specifications such as 〈Z〉 are written in restricted natural language: All terms

in 〈Z〉 must have formal or technical definitions in scientific or engineering dis-
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Fig. 1. Schematic representation of the entire PBSE life cycle

ciplines (computer science terminology, mathematics, etc.), to the exception of
conjunctions, articles, and other syntactic elements. Examples include:
– “distributed” ≡ “current global state cannot be known”,
– “serializable execution” ≡ “interleaved execution identical to some sequential

execution”,
– “Byzantine” ≡ “arbitrary behavior”.

Figure 1 shows a schematic representation of the entire PBSE life cycle. Phases
that are proper to PBSE are the RC, SDV, FD and IT phases. The RC and SDV
phases precede the instantiation of [S], the FD phase precedes the instantiation of
every specific customized release of S, and the IT phase serves to derive automati-
cally the suiteof testsneeded to conduct the integration testing (global verification)
ofS.The implementation of [S] andunitary verification, on the other hand, are fully
within the realm of formal/informal software engineering.

Therefore, the PBSE process spans all RC, SDV, FD and IT life cycle phases
whenever a novel problem Z is considered and some solution S is to be fielded.
Conversely, after a pair {〈Z〉, [S]} has been constructed, only the FD and the IT
phases need be conducted for the fielding of some specific release of S. Cus-
tomized releases are obtained by assigning values to free problem variables
in 〈z〉 and running the FD phase, which produces values for the free system
variables in [s].

3.1 The Requirements Capture Phase

The Requirement Capture (RC) phase bridges the gap between the application-
centric requirements and the resulting CBS-centric requirements. The input
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of the RC phase is a document, called user requirements document (URD) in the
sequel, which describes the objectives of the application in the client’s domain-
specific terminology. The result of the RC phase is a specification of the system-
level computer-based problems/requirements 〈Z〉, which matches the URD.

In the RC phase, the application/mission requirements are separated from
reuse considerations— PBSE accommodates the mandatory use of pre-existing
partial solutions (e.g., COTS products). Design concerns, related to how 〈Z〉
could be solved and/or some [S] implemented, are totally ignored.

An existing or novel component of a to-be-designed system is called an
entity. The modeling of entities is done similar to the I/O automata formal-
ism [18]:

– Inputs are (specifications of) incoming events and associated shared data,
arrival laws (loads), failures,

– internals are (specifications of) processes (structure, worst-case execution
times) and shared data/states,

– outputs are (specifications of) outgoing events and associated shared data,
failures.

These models are intrinsic to a given entity. Inputs and outputs correspond
to behaviors in I/O automata. Properties serve to specify desired properties,
which may differ from (intrinsic) outputs.

Operationally, requirements capture is a two step process. In step 1, mod-
els and properties are captured on a per entity/level basis, in strict isolation of
each other. This work can be done by multiple teams in parallel, for different
entities or collections of entities. Since the collective behavior of sets of entities
(e.g. multiple programs multiplexed over a CBS) is usually also relevant, the
desired properties for such sets may also be captured. An example would be
the “serializability” property [19] for a set of application programs that share
updatable and persistent data. Finally, since computer-based systems are never
built from scratch in real projects, it is possible to specify, at RC time, which
pre-existing components (hardware, software) are to be reused. To be part of
the proof chain that spans from 〈Z〉 to [S], however, a reused component E
must have a companion technical leaflet (see Section 3.2) that also includes its
〈Z(E)〉.

In the second step of the RC phase, every entity E is revisited, considering all
models captured at the end of step 1 which are appropriate. For example, some
failure models and failure occurrence models have been captured (during step
1) for processing entities (abstractions of processors). Causes of such failures are
cosmic rays, vibrations, and so on. Separately, some failure models and failure
occurrence models have been captured (during step 1) for application entity E
(abstraction of a software/functional process). Causes of such failures are soft-
ware design and implementation faults. During step 2, entity E is “revisited”,
in order to specify its intrinsic behaviors in the presence of failing processing
entities (ignored at step 1).
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In the absence of tools3, the RC phase is typically performed via interactive
meetings, where the stakeholders scan the application’s URD according to the
PBSE RC Guide. The RC Guide is a menu of classes of models and of properties
orthogonal to each other, that constitute a multidimensional space Π . The 10
classes that define Π (6 model classes, 4 property classes) are as follows:

– Computational Models, Resource and Data Models, Process Models, Event
and Event Arrival Models, Failure Models, Failure Occurrence Models

– Logical Safety, Liveness, Timeliness, Dependability properties

Any specification 〈Z〉 corresponds to a region within Π .
It is this process that makes it possible to capture the properties 〈p.Z〉 and the

adversary 〈m.Z〉 for the entire CBS. Thanks to 〈Z〉, it is then possible to detect
some impossibility results at the RC stage (in addition to incompleteness, over-
specification, etc.). Since those problems are found very early in the life cycle, in
particular, before any design, implementation and testing work has been done,
this distinguished PBSE feature considerably saves time and money. The SDV
phase is in fact entered only when some 〈Z〉 that is free from obvious impossibility
results has been established.

3.2 The System Design and Validation Phase

The other PBSE phase that occurs before any implementation work on the
system is the System Design and Validation (SDV) phase, which aims at building
the specification [S] of a solution S that provably solves the problem(s) captured
in 〈Z〉. The outcome of the SDV phase is a technical leaflet (TL) for pair {〈Z〉, [S]},
which is a 5-tuple {〈Z|z〉, [S|s], proofs, Cs, FD Oracle} consisting of

– the problem specification 〈Z〉, with unvalued variables 〈z〉,
– the solution specification [S], with unvalued variables [s] (which match 〈z〉),

usually resting upon some design assumptions (DA),
– proofs (or pointers to such proofs) that [S] meets 〈Z〉,
– feasibility conditions (FCs), i.e., analytical conditions that must hold between

〈z〉 and [s] in order to ensure that S’s valued properties (e.g. response times
and availability figures) hold,

– FD Oracle, (the specification of) a computer program that instantiates the
FCs in order to simplify and speed-up the FD phase; the FD Oracle can be
developed any time after completion of the SDV phase.

PBSE does not make any requirements on how the properties and models
are expressed. Typically, however, Logical Safety properties are expressed as in-
variants defined over values taken by sets of variables which represent the state
of the spacecraft (or more generally, of the CBS). Proofs for Logical Safety or
3 For the past decade, PBSE/TRDF has been applied without tool support. One of

the goals of ASSERT is to develop the prototype of a RC tool (SDV and FD tool
prototypes as well), whereby the RC work conducted manually at the beginning of
ASSERT would be replayed in a somewhat automated manner.
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Liveness are proofs in logic. Timeliness proofs are proofs in Combinatorial Anal-
ysis/Scheduling Theory. Dependability proofs are combinations of such proofs,
augmented with coverage analysis. In 〈p.Z〉, one finds Cov([S]), which stands for
the smallest acceptable coverage to be met by [S], as stipulated by the client.

The Technical leaflet for the whole CBS system or the system family —
that is for the pair {〈Z〉, [S]} — is inevitably a set of TLs, one for each of its
components, which can be either application-centric building blocks (ABBs) or
computer-centric building blocks (CBBs). Typical CBBs deal with system-level
issues like distributed resource management, failure detection and/or masking,
synchronization, concurrency control, timeliness, etc, whereas ABBs realize the
actual functional requirements. CBBs provide the abstraction of a computing en-
vironment as “perfect” as required for the ABBs. Quite often, “perfection” means
keeping invisible such things as concurrent computations or failures. Application
programmers, who design ABBs, can hence concentrate solely on application-
related issues, using their favorite formal/informal software engineering methods,
and need not worry about specific peculiarities or/and imperfections of the un-
derlying CBS. Moreover, ABBs can be developed and verified in isolation of each
other, with no (or quite limited) need for global or integrated verification.

The specification of the solution [S] is in fact a modular specification, which
results from building a design tree rooted at 〈Z〉: Top-level ABBs are typically
just “containers” for application-level functionality. The DAs of such top-level
ABBs are hence fairly idealistic, like “there are only perfect processors in the
system”. Since such assumptions have a rather bad coverage, this leads to corre-
sponding (sub-)problem specification(s) to be met by the specifications of novel
or reused CBBs, which must be dealt with at the next (lower) level of the de-
sign tree. This process of successive refinement proceeds along some number of
branches. On a given branch, one stops designing whenever both (1) the speci-
fication arrived at is deemed implementable and (2) its DAs have a coverage at
least as high as Cov([S]).

Another important output of the SDV phase are the FCs, which are typi-
cally a set of constraints required for the solution [S] to work. In order to sim-
plify checking of the feasibility of some particular dimensioning of the problem
variables 〈z〉 and calculating the corresponding dimensioning of [s], FCs are in-
stantiated as a computer program (referred to as an FD Oracle, valid for pair
{〈Z〉, [S]}), which can be developed any time after completion of the SDV phase.

3.3 The Feasibility and Dimensioning Phase

For any given problem 〈Z〉, the SDV phase leading to [S] — as well as implemen-
tation & unitary verification, which is not a PBSE activity— is conducted only
once, i.e., [S] for 〈Z〉 needs to be established and proved only once.

By contrast, the Feasibility and Dimensioning (FD) phase (as well as the
following instantiation phase and the IT phase) has to be conducted every time
a specifically customized release of [S] is to be fielded. The FD phase consists in
a user choosing some specific valuation V al(〈z〉) of the unvalued problem vari-
ables in 〈Z〉, running the FD Oracle, and (if possible) obtaining the resulting
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valuation V al([s]) of the unvalued system/solution variables in [S]. For exam-
ple, this is how one knows the smallest period of activation of a scheduler, the
smallest memory space for a waiting queue, or the smallest degree of redundancy
which are necessary for meeting the required reliability figures. If the FCs are
violated, the FD Oracle indicates the reasons why, in which case some of the
values assigned to 〈z〉 must be “relaxed” (e.g., some deadlines augmented).

3.4 The Integration Testing Phase

As stated above, implementation & unitary verification is not a PBSE activity.
However, in order to maintain a continuous chain of proofs, not only from 〈Z〉
to [S], but also from [S] to S, automatic code generation and formal (local)
verification should be used also during implementation of S.

When implementation and unitary verification has been conducted for all
BBs that are part of S, the Integration Testing (IT) phase can be performed in
order to check whether the composition of BBs is correct— a daunting task under
current practice, since exponential complexity is to be faced. This is not the
case under PBSE, which eliminates the classic state explosion problem involved
in global verification and improves the achieved coverage compared to current
testing practices, respectively, for two reasons essentially:

– No or just some limited global verification is necessary (proofs replacing
possibly huge sets of tests).

– The suite of tests to be performed can be generated (if so desired) as a
by-product of running the FD Oracle, rather than by “guessing” them.

Consequently, with PBSE, integration testing work is typically unnecessary
or at least limited, since “composition correctness” has been proved during the
SDV phase (otherwise, [S] would not exist).

4 A Design and Reuse Example

Among the major advantages of PBSE, which is also a major target of ASSERT,
is its potential for re-using BBs specified and designed in former projects. Given
that (1) PBSE is concerned about system-level problems, which appear over and
over again in many different applications, and (2) reuse in PBSE also includes
reusing the design specifications and the proofs, the potential for reuse is indeed
high.4 Thanks to the TLs, the common practice of developing everything from
scratch and/or best-effort reuse of existing components can be replaced by a
systematic reuse exercise according to PBSE principles, i.e. conditioned upon
using provably correct compositions of components.

A major goal of ASSERT in this realm is the definition of system families
(SF), which represent a reasonably large class of space applications that share a

4 Consequently, the budget and time savings that can be achieved with PBSE are high
as well.
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sufficiently large set of common properties. Ideally, when a new application is to
be developed from a system family, most of the family’s generic BBs are reused,
and only the few ones that encapsulate application-specific functionality need to
be modified/added.

One of the pilot projects in ASSERT is devoted to the definition of a system
family for satellite missions. It is based upon a generic specification 〈Z(SF)〉 that
captures the CBS problem common to such missions. ASSERT shall end up with
the design specification (+ implementation) of a solution [S(SF)], consisting of a
set of generic BBs, that matches 〈Z(SF)〉. In order to develop a particular satellite
mission, say, a telecommunications satellite (TS), which is known to belong to
SF (since 〈Z(TS)〉 ≡ 〈Z(SF)〉), a user simply decides on some valuation V al(〈z〉)
mirroring the TS-centric instantiation of SF and runs the FD Oracle that was
built for 〈Z(SF)〉, [S(SF)]. In other words the user has to conduct the FD and
IT phases only. If 〈Z(TS)〉 �≡ 〈Z(SF)〉, then some SDV work is necessary, re-
using the BBs developed for SF. Consequently, the design tree for TS quickly
reaches nodes that are already available. As a consequence, real design and
implementation work is only needed for features that are specific for TS.

More generally, assume that, at some node of the SDV tree rooted at 〈Z(TS)〉,
one is contemplating the specification of a sub-problem {〈m.Z(X)〉, 〈p.Z(X)〉},
and that there is an existing TL matching this specification (searches for match-
ing TLs will be done by an SDV tool in the future). Since the specification [S]
found in this TL has been proved correct for 〈Z(X)〉, the corresponding solution
can simply be reused as such (with or without prior dimensioning), provided the
conditions for stopping the SDV work for that SDV tree node are met.

For example, consider that 〈Z(X)〉 is the specification of some problem that
was addressed in the A3M project5. The A3M objective was to develop a new
generation of generic components as basic building blocks for the development of
middleware targeting various on-board space applications [20]. The core CBBs
developed in A3M employ asynchronous distributed fault-tolerant algorithms
[21] for distributed consensus, coordination, and atomic commit, which are built
atop of Chandra/Toueg unreliable failure detectors [22]. They rest upon design
assumptions such as processor crashes, arbitrarily variable delays, and reliable
communications, but do not need any notion of global time in the system. Thus
the logical safety and liveness properties stated in {〈m.Z(X)〉, 〈p.Z(X)〉} hold
with these CBBs regardless of the (implementation-dependent) timing properties
of the underlying system.

When the design assumptions meet the conditions for stopping the SDV
work, then A3M solution can be reused in ASSERT as such. If some design
assumption, say, Y, does not meet the conditions for stopping the SDV work (e.g.,
if processor omission failures and/or unreliable communications are assumed for
the ASSERT SF), then Y translates into a sub-problem {〈m.Z(Y)〉, 〈p.Z(Y)〉}
(e.g., simulating processor crashes in the presence of omissions and providing
reliable communications over unreliable channels), and the SDV work continues.

5 Advanced Avionics Architecture and Modules, conducted by EADS Astrium, INRIA,
LAAS, Axlog Ingenierie and funded by ESA/ESTEC (2001–2003).
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5 The Virtual System Model

The PBSE requirements capture phase poses some particular challenges in that
it targets inherent application needs only, rather than (premature) design con-
siderations. In fact, freezing requirements actually rooted in traditional or even
anticipated solutions in 〈Z〉 unnecessarily restricts the solution space for the later
SDV work. This problem became particularly apparent during the RC phase for
the complex system families/pilot projects in ASSERT, which was conducted
by multidisciplinary teams: Following industrial practice, and quite natural for
engineering disciplines, the initial versions of the URDs were heavily populated
with a priori chosen system architectures, failure management strategies, process
synchrony assumptions and other design considerations. Extracting out exactly
those requirements that must be fulfilled by a CBS in order to meet the demands
of the particular application (but nothing else) turned out to be a challenging
task, cf. [13].

5.1 Using the VS Model for RC

In order to alleviate this problem, we introduced the virtual system model (VS
model) for requirements capture. The virtual system model consists of several
levels, which represent different levels of abstraction of a computer-based system.
A level is populated by entities that represent components of a CBS at the
corresponding level of abstraction, i.e., can be seen as a suitable “projection” of
a CBS onto some specific abstraction level. Consequently, the VS model can be
employed for reasoning about a yet-to-be-designed system as well.

The levels foreseen in the VS model may be domain-dependent. In ASSERT,
the following levels have been identified to be necessary and sufficient for embed-
ded systems in the aerospace domain: Equipment & Humans level (EH-Level),
Application level (AP-Level), Middleware level (MW-Level), Basic Service level
(BS-Level), and Hardware level (HW-Level).

The EH-Level provides the highest level of abstraction. It “connects” a CBS
with its environment. It is populated with entities that may or may not be con-
sidered part of the CBS. They include external equipment, sensors and actuators
as well as human users. Although in the implemented system EH-Level entities
are connected by means of the HW-Level, which encompasses the raw computing
and communication hardware of a CBS, in the VS model the EH entities can
directly interact with entities at any level.

The AP-Level is made up of all the entities that instantiate the application’s
semantics. They are distributed/partitioned according to functional analysis
considerations.

MW-Level entities typically serve two purposes: First, they provide a level
of encapsulation, which allows application-level entities to access resources in a
way that is independent of their physical location. Second, they typically host
all the distributed fault-tolerant algorithms and protocols needed to “solve” 〈Z〉,
i.e., the system-level algorithms and protocols specified within [S].
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The BS-Level is populated with entities that augment/encapsulate the raw
services provided by HW-Level entities in a generic manner, in order to provide
universal and elementary services needed by entities residing at higher levels.
Typically, BS entities are operating systems, real-time kernels, link communi-
cation protocols, TCP-like communication protocols, I/O handlers, memory ac-
cess/management protocols, etc.

Finally, the HW-Level is populated with entities which provide the physical
capability to execute programs (SW, firmware, gate-level compiled code, etc.),
and to exchange bits over physical communication entities (both on-board and
long-haul communications, communications with sensors and actuators, etc.). In
other words the HW-Level provides the raw “execution machinery”, but does
not include programs written in HW, such as the logic in gate level compiled
code of an ASIC.

In fact, although the VS levels above appear to follow traditional implemen-
tation levels, it is important to understand that they are not meant to imply
any particular implementation, since an AP-Level entity may actually be imple-
mented as a real AP-Level SW process, or as a triple {AP-Level SW component,
BS-Level SW component, HW-Level HW component}, and might even involve
on-line reconfiguration. Moreover, VS levels do not have any particular hierarchi-
cal relationship. They must rather be viewed as sets of orthogonal entities that
may have all kinds of mutual interactions: AP-Level entities in the VS model are
not restricted to interact solely with the MW-Level in order to invoke services,
nor do MW-Level entities provide services to the AP-Level only. For example,
a BS-Level entity — and even a HW-Level entity— may invoke a service at the
MW-Level.

Consequently, the VS model used for conducting a PBSE RC phase is generic,
in the sense that it does not carry any restrictions relative to the construction
of 〈Z〉 or future SDV work leading to [S]. Hence, it can indeed be employed for
capturing 〈Z〉 for a yet-to-be-designed system in the PBSE RC phase.

The VS model opens up another level of “separation of concerns”, beyond
PBSE’s ability to deal with an application’s functional and non-functional as-
pects independently of each other: It allows to capture models and properties at
every VS level independently and in strict isolation of each other. This leads to a
significant reduction of the overall complexity of the PBSE RC phase and allows
even further parallelization of the RC work, which reflects reality as experts in
AP-Level software are most likely not experts in space-compliant hardware.

More specifically, the whole set of application requirements can be mapped
onto (or rather: “sliced” according to) the different levels of abstraction corre-
sponding to the VS levels. For every level, the resulting projections (“slices”)
can then be captured independently of the other levels. Note that properties are
always associated with the level where they are required to hold. If, for instance,
some AP level processes shall enjoy the ACID properties of transactions, the
atomicity, concurrency, isolation, and durability properties [19] are captured for
the AP-Level in 〈p.Z〉. Although those properties are likely to be provided by
MW-Level concurrency control algorithms in the yet-to-be-developed solution
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Fig. 2. Visualization of the relation between system requirements and designed system
projected onto VS levels: The designed system must provide properties that are fully
within the specified properties when exposed to an adversary that is not stronger than
the specified models

[S], given the currently affordable technology, this shall not be frozen at RC
time. Hence, the ACID properties, which are captured at the AP-Level, are not
captured for the MW-Level. Any entity E of any level that has a TL show-
ing that E provides the ACID properties is a correct BB for providing those
properties at the AP-Level.

5.2 Using the VS Model for SDV

Figure 2 visualizes the resulting orthogonalization of the RC capture phase en-
abled by the VS model. Consider the AP-Level, for example. Let 〈m.Z(AP)〉
and 〈p.Z(AP)〉 denote the models and properties captured for this level, i.e., the
projections of the whole set of requirements “hidden” in the application’s URD
onto the AP-Level. PBSE SDV work must eventually ensure that, whenever the
HW-Level faces an adversary Adv(HW) that is not stronger than specified in
〈m.Z(HW)〉, the behavior of the forthcoming solution [S] (and hence the fielded
system S) projected onto the AP-Level must stay within the behaviors stated in
〈p.Z(AP)〉.

Of course, the SDV work that provides the solution specification [S] must
eventually consider all combinations of models captured in 〈m.Z〉 in order to con-
sider the worst-case failure occurrences at all levels simultaneously, for example.
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That is, in sharp contrast to the RC phase, where everything can be considered
in isolation, the SDV phase must deal with the combinatorial complexity of com-
bining the independently captured models and properties, including combined
failure occurrences, worst-case event arrivals, etc.

From the virtual system model point of view in ASSERT, the most important
levels for RC capture are the AP- and EH-Level, since entities at these levels
are in fact the “end users” of the CBS. Note that, for the EH-Level, only the
specification (models and properties) with respect to the interface(s) with the
CBS is of concern.

If there was no reuse of pre-existing products, nothing would have to be
captured at the levels below the AP-Level. Since systems are almost never im-
plemented from scratch, however, the RC phase is also concerned with the identi-
fication of models and properties that characterize pre-existing BBs at any level,
especially at the HW-Level and BS-Level. Any pre-existing product is either
trusted or not trusted. By definition, at the time of writing, all existing products
have been developed in some former projects without applying PBSE. Trusted
products are those which have been developed and tested following certain rules,
typically those stipulated by agencies or enforced by certification bodies (e.g.,
DO-178 or IEC standards, SILs in the UK).

Of course, although such products are considered trusted on the basis of
careful design, diversified redundancy, sufficient testing, space-compliance and
other means, this does not imply that they are fault-free. Nevertheless, the nature
of the technical data available for a trusted product makes it possible to do some
reverse PBSE work, i.e., to construct its TL a posteriori, at least partially (its
models and properties, as well as its design assumptions). This way, pre-existing
trusted products can be incorporated in 〈Z〉 and [S].

6 Concluding Discussion of PBSE

To achieve its ambitious goal of facilitating provably correct and reusable engi-
neering work for critical fault-tolerant distributed real-time embedded systems,
PBSE combines a number of different features in a common framework. First
of all, a dedicated requirements capture phase has to be conducted, which pro-
vides an agreed-upon specification of the problem 〈Z〉 to be solved. 〈Z〉 not only
describes what is to be achieved (properties 〈p.Z〉), but also under which condi-
tions/circumstances (models 〈m.Z〉). The VS model has been introduced as an
effective means to capture those properties and models in isolation of each other.

In general, conducting a requirements capture phase is difficult, for several
reasons, such as: The intertwining of requirements and solutions, conflicting re-
quirements of different stakeholders or the need for early freezing of requirements
(waterfall model). PBSE does not suffer from those problems, however, for two
reasons essentially: First, PBSE focuses solely on non-functional CBS-centric
issues, which are reasonably independent of the particular application require-
ments. Second, the unvalued problem and solution variables 〈z〉 and [s] allow to
introduce a user-decided degree of genericity in 〈Z〉 and [S], respectively, which
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effectively eliminates the well known problem having to nullify SDV work when-
ever 〈Z〉 is changed.

Finally, rather than on “a posteriori” global verification, PBSE rests upon “a
priori” proof obligations to be fulfilled in the course of system design activities.
PBSE hence necessarily saves time and money due to the fact that it provides
solutions that are correct-by-construction; no time and money are wasted on
trial and error-detection-and-correction iterations. Additionally, the concept of
reuse also goes beyond what is commonly associated with this term: Not only
existing implementations of BBs can be reused, but also their designs and proofs.
Component reuse in PBSE is in fact similar in spirit to the use of existing lemmas
for proving a new theorem in mathematics.

There is the widespread belief that proofs are too difficult to do in daily
practice, a problem that has also slowed down the acceptance of formal soft-
ware engineering methods. However, system engineers are not supposed to “do
the proofs” (unless they run into a non-generic or unknown system problem).
A fully developed PBSE process will eventually allow engineers and technicians
to simply use instruction manuals, supported by appropriate tools, as is the
case in other fields with good and mature engineering practice [23]: In hand-
books for electricians, for example, one finds rules for how to install derivations,
for computing voltages, etc. It is never the case that an electrician is asked to
demonstrate anew the correctness of his doings based on Ohm laws or Kirchoff
laws. Nevertheless, rules of good practice in mature engineering domains rest
entirely upon such scientific results. We anticipate that this is going to happen
to system engineering for computer-based systems as well: Rather than being
founded on “experience, “intuition”, or “good sense”, rules of good system engi-
neering practice will eventually rest upon science, and PBSE has been developed
for reaching this goal.
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Abstract. This paper deals with the congestion analysis of a GPRS
infrastructure composed by a number of adjacent cells partially over-
lapped. We consider one cell as affected by an outage and through a
transient analysis we evaluate the effectiveness of a specific class of re-
source management techniques for congestion treatment in terms of ser-
vice availability related indicators. The classical availability analysis is
thus enhanced, by taking into account the congestion following outages
and its impact on user’s perceived QoS, both in each cell and in the
overall GPRS network. In order to efficiently solve the large and com-
plex model capturing the network’s behavior, we introduce a solution
technique in which the solution of the entire model is constructed on the
basis of the solutions of the individual sub-models.

1 Introduction

Congestion events constitute a critical problem in the operational life of net-
worked systems. A network is congested when the available resources are not
sufficient to satisfy the experienced workload traffic, and this can occur for many
reasons, such as in case of extraordinary events determining an increase of traffic,
or in case of unavailability of some network resources because of malfunctions
(outage). Careful management techniques are necessary, to alleviate the conse-
quences of such phenomena. The IST-2001-38229 CAUTION++ project [1] aims
at building a resource management system to efficiently cope with congestion
events in heterogeneous wireless networks. Management techniques are usually
equipped with internal parameters, whose values have to be properly assigned
in accordance with the specific system characteristics. In order to support this
“fine-tuning” activity, a model-based analysis is promoted in CAUTION++ to
analyze the behavior of the management techniques and to understand the im-
pact of techniques and networks configuration parameters on properly identified
Quality of Service indicators.

In this work, the focus is on the General Packet Radio Service (GPRS) tech-
nology, which has been already analyzed in previous studies under more sim-
plistic network configurations. An inspiring work is certainly [2], in which the
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authors analyze the dependability of a GPRS cell under outage conditions. An-
other work ([3]) evaluates the effects of outage periods on the service provision
considering two GPRS cells partially overlapping (and then possibly interacting),
and accounting for outage congestion treatment and outage recovery.

In this paper, we perform a major extension and refinement to the previ-
ous studies, by setting up a modeling framework able to deal with a general
GPRS infrastructure, where clusters of cells are considered, each cluster being
realized through a number of partially overlapping cells. In case of an outage
experienced by a cell in a cluster, a Resource Management Technique (RMT)
is put in place to alleviate the congestion in the affected cell by distributing
part of its traffic (users requests) on all the neighbor cells. In such a system
context, we propose a methodology to evaluate the impact of congestion treat-
ment on all the cells. The purpose of such analysis is to provide feedbacks for
an optimal tuning of the parameters of the RMT (namely, the number of users
to switch), so as to have the highest efficacy from its application towards re-
solving the congestion event. The definition of the general framework for the
analysis of GPRS infrastructures has required a relevant effort, especially in
the evaluation phase, due to the high level of complexity that can lead to very
large state spaces for state-based analytical solutions or unacceptably long so-
lution times for simulations. In order to efficiently solve the large and com-
plex model capturing the network’s behavior, we introduce a solution technique
that follows a “divide and conquer” approach, in which the solution of the en-
tire model is constructed on the basis of the solutions of the individual sub-
models.

In the literature, many works tried to master complexity developing new
techniques to solve models. [4] details some techniques for generating and solv-
ing large state-space representations of models. In [5,6], a specific hierarchi-
cal/modular modeling approach is adopted in order to better cope with system
complexity and state-space explosion problems. [7] deals with the modelling and
evaluation of phased-mission systems devoted to space applications, proposing a
two level hierarchical method that allows to model such systems and to master
the complexity of the analysis. Unfortunately, all these works and the others we
are aware of are limited in their applicability and alleviate, but not completely
solve, the complexity of the problem. Therefore, as a universal methodology for
modeling and evaluating all types of complex systems does not exist, we define
in this paper an ad-hoc methodology specifically tailored for the wireless system
under analysis.

The rest of this paper is organized as follows. Section 2 presents the system
context and the measures of interest. Section 3 introduces the solution technique
adopted to perform the QoS analysis, and provides an overview of the models
defined to represent the GPRS infrastructure and the behavior of the resource
management techniques. Then, in Section 4 the numerical results of the sim-
ulation studies are presented and discussed. Conclusions are finally drawn in
Section 5.
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2 The System Context and QoS Indicators

We address a generic GPRS infrastructure, whose topology results in clusters
of cells partially overlapping. To cope with congestion events, which may af-
fect GPRS cells, e. g. due to a temporary lack of a number of traffic channels
or to failures of their architectural components (as detailed in [2]), we assume
that appropriate RMTs are applied. Instead of focusing on a specific RMT, we
consider the class of RMTs which operate congestion alleviation by reducing
the traffic of the congested cells, which is redirected to the neighbor partially
overlapping cells. That is, a cell resizing is performed, and those users in the
area no more covered by the resized cell are assigned to a neighbor cell cover-
ing the area where the users are located (if such an overlapping cell exists; in
general, some users can be lost because of the black-spot phenomenon). This
implies that the user population attached to such neighbor cells increases, thus
affecting the QoS of such cells. Once the congestion is overcome, a re-switching
process is operated to restore the initial user population. In order to analyze
the effects of the traffic reconfiguration, we developed a methodology which
is based on defining and separately solving sub-models capturing the behavior
of those cells involved in the traffic reconfiguration applied through the RMT,
that are the congested cell (called the sending cell) and a varying number of
neighbor cells (called receiving cells). We call this set of cells a congestion-effect
cluster. At a certain instant of time, a number of cells in the overall GPRS in-
frastructure could be experiencing a congestion event. Since, as just said, the
effects of applying a RMT are local to each congestion-effect cluster, the anal-
ysis of the congestion impact can be carried on independently for the different
congestion-effect clusters. Concerning a single congestion-effect cluster, three
scenarios could be theoretically observed: i) a sending cell overlaps with N re-
ceiving cells and no such receiving cells overlap with any other sending cell; ii)
a sending cell overlaps with N receiving cells and at least one of such receiv-
ing cells overlaps with another sending cell; iii) two or more overlapping sending
cells are surrounded by N receiving cells (not all overlapping with all the sending
cells).

In many cases the congestion of a cell lasts a short time (e.g. in case the
partial outage is caused by a software error that can be fixed in a few minutes
restarting the software); then, the probability of having multiple congested cells
in a congestion-effect cluster is low and it would be reasonable to neglect the
cases ii) and iii) above, and restrict to consider scenario i) only. Therefore, in the
following we will refer to the congestion-effect cluster scenario depicted in Figure
1(a). Anyway, accounting for the other situations would not require changing the
principles at the basis of our methodology and the steps it is composed of, but
necessitates some extensions to the developed models (especially for the case ii)
where a cell may contemporary receive users from multiple sending cells, while
case iii) would be simply treated considering the set of overlapping sending cells
as a single sending cell).

As mentioned, we do not concentrate on a specific resource management
technique, but we consider the class of techniques that ultimately result in a cell
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Fig. 1. (a) Congestion-effect Cluster and (b) Theoretical and Real Users Switching/Re-
Switching Distributions

resizing or, equivalently, in a switching of users from one cell to another(s). The
considered techniques are fully identified by the following characteristics:

1. the sending cell (CELL), that is the cell affected by outage;
2. the list of the receiving cells, that are the cells involved in the reconfiguration

action (CELL-1, . . . , CELL-N);
3. for each receiving cell CELL-i (with i=1, . . . , N), the types of users to

switch. A user may be: i) in the idle mode if he/she is not making any service
request to the network system; ii) in the active mode if he/she is attempting
to connect the network to get a service, and finally iii) in the in-service mode
if he/she is connected and awaiting to get the service completed;

4. for each couple of cells [CELL,CELL-i ] and type of users, the “theoretical
users switching/re-switching distribution”, that is the theoretical number
of users that the technique expects to switch/re-switch at varying of time.
It is only a theoretical distribution since, during the switching/re-switching
phases, the number of available users can be lower than the corresponding
theoretical value (Figure 1(b)), as we will emphasize later.

The goal of our analysis is to investigate the effects of outage, congestion
treatment and outage recovery on the service provision, with special attention
on the user perception of the QoS. More precisely, we aim to analyze the behavior
of the network during the following temporal events (see Figure 2):

– At time T0, an outage occurs in the central cell (CELL), thus determining
congestion some time after;

– At time T1, the switching procedure starts, causing some users to be switched
from the congested cell to its adjacent ones;

– At time T2, the outage ends;
– At time T3, a Resource Management System (RMS) reacts to the end of the

outage and starts the re-switching procedure from (CELL-1, . . . , CELL-N)
to CELL.
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Fig. 2. Scheduled Temporal Events

We are interested in the following service availability measures:

– the point-wise congestion perceived by the users at varying of time (PCf),
calculated as the percentage of the unsatisfied users with respect to the total
number of users in the cell. An unsatisfied user is a user that is requiring a
service but is not still served (active user);

– the total congestion indicator (TCi), inspired by [8], representing the av-
erage congestion perceived by the users in a considered interval of time
( E[PCf] ).

3 How to Model and Solve the System

The main problems in solving the model capturing the overall network’s behav-
ior are the time complexity (for the simulation) and the state space dimension
(for the analytical solution), that rapidly increase if the number of receiving cells
increases. Therefore, we investigated a modular approach, in which the solution
of the entire model is constructed on the basis of the solutions of its individ-
ual sub-models. A simple, efficient solution would consist in splitting the overall
model of Figure 1(a) in a number of simpler sub-models to be solved separately,
for example one for each cell. In this case, the main problem we have to cope with
is the temporal dependency between the congested cell and each of the receiving
cells during the switching/re-switching procedure. In fact, as shown in Figure
1(b), the “theoretical” and the “real” users switching/re-switching distributions
can be different, because of a lack of available users to be switched/re-switched
at a specific time instant. For example, suppose that a RMT states to instanta-
neously switch X active users from CELL to CELL-i (theoretical distribution).
If, at switching time, only Y active users are available (with Y < X), the switch-
ing procedure will follow a different (real) distribution: Y active users will be
instantaneously switched, while X −Y users will be switched one by one as soon
as they become available.

To properly cope with this temporal dependency, we decomposed the overall
model of Figure 1(a) in a set of more simple sub-models, each one composed
by the couple [CELL,CELL-i ]. The temporal dependency disappears as each
sub-model manages the switching/re-switching procedure between sending and
receiving cells.

In our developed methodology, a top-down approach is adopted to move
from the entire system description to the definition of more simple sub-models.
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Then, the model solution process follows a bottom-up approach: the solution
of the entire model is constructed on the basis of the solutions of its individual
sub-models.

CELL-1CELL CELL-NCELL

(type B model)

SOLVER SOLVER

. . .

. . .

. . .QoS measures for
CELL-1

Real Users Re-Switching
Distribution from
CELL-1 to CELL

QoS measures for
CELL-N

Real Users Re-Switching
Distribution from
CELL-N to CELL

Real Users Re-Switching
Distribution from

CELL-1, ..., CELL-N to CELL
CELL

(type C model)

SOLVER
QoS measures for

CELL

(type A model)
(type B model)

(type A model)

Fig. 3. Modeling and solution technique

It is a three step methodology. As it can be seen from Figure 3, we first
decompose the overall model in N independent sub-models, each one composed
by two cells: the first cell is always that affected by the outage (CELL), while
the second is chosen from the other N receiving cells. Therefore, we solve N sub-
models separately. From the solution of each single sub-model, we obtain two
types of results for CELL-i :

– The QoS measures for CELL-i (a receiving cell), namely the percentage of
unsatisfied users with respect to the total population;

– The “real users re-switching distribution”, that is the real number of users
re-switched from CELL-i to CELL as time elapses.

We note that in this first phase we do not obtain any information relevant to
CELL, as each sub-model accounts for the re-switching procedure of only those
users that have been previously switched from CELL to CELL-i, leaving out
those users that have been previously switched from CELL to all other cells. In
order to provide the QoS evaluations for CELL (the central cell), we perform an-
other step in the solution technique. The “real users re-switching distributions”
from each CELL-i to CELL are collected and combined, obtaining the “real
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users re-switching distribution” from CELL-1, . . ., CELL-N to CELL. Finally,
this distribution is given as input to another model (that represents the behavior
of the central cell considering the re-switching procedure from all the neighbor
cells to the central one) whose solution provides the QoS measures for CELL.
We note that this last model requires the “real users re-switching distribution”
as input, while the “real users switching distribution” is not explicitly required.
This happens because we suppose that a receiving cell could not refuse an in-
coming user, and then the switching procedure only depends on the behavior of
CELL (the sending cell).

3.1 The Types of Models Needed

In order to apply the methodology depicted in Figure 3 we need to construct
three types of models only: type A, type B and type C. In this paper all the
models are derived using Stochastic Activity Networks [9].

These models can be obtained as a specification of the model of Figure 4
representing an abstract view of a generic GPRS cell. The “internal GPRS cell
model” was deeply described in [2], and it models the behavior of a GPRS cell
during the random access procedure, when users compete to get a free channel.
In fact, when a mobile station (MS) needs to transmit, it has to send a channel
request to the network through the PRACH (Packet Random Access Channel),
that is a channel dedicated to the uplink transmission of channel request. Since
the network does not control the PRACH usage, the access method, based on a
random access procedure, may cause collisions among requests by different MSs,
and then may become a bottleneck of the system (see [10] for more details).

Fig. 4. A generic GPRS cell
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The sub-model capturing the interactions between the central cell and the
neighbor cells is the “users switching/reswitching sub-model”. This sub-model
has to be specified in order to:

– represent the behavior of the congested cell (CELL) during outage, cell re-
sizing and outage recovery (type A model of Figure 3);

– represent the behavior of a receiving cell (CELL-i) during the resizing of the
congested cell (type B model of Figure 3);

– represent the behavior of the congested cell (CELL) during outage, cell re-
sizing and outage recovery using the provided “real users re-switching dis-
tribution” (type C model of Figure 3).

The generic model of Figure 4 works as it follows. When a user has been served,
a token exits from the “internal GPRS cell model”. This generic user has to be
mapped (using the topography activity) in the overlapping area of the cell (place
idleOverlapped) or in the non overlapping one (place idle), in accordance with
the topography of the network. The probability that a generic user is mapped in
the overlapping area is dynamically calculated considering the original number of
users in the overlapping area and the overlapping users that have been switched
to the other cells. When an idle user requests a new service, he/she becomes
active and enters in the “internal GPRS cell model” that simulates the random
access procedure of a GPRS cell. Finally, we note that the users switching and
re-switching procedure affects only the users in the overlapping area, both in
idle and in active mode.

For the sake of brevity we omit the definitions of type A and type C models
(see [11]), while in the following subsections we present the model for the receiv-
ing cell CELL-i and the overall model for the couple of cells [CELL,CELL-i ].

Type B model. Type B model represents the behavior of a receiving cell
(CELL-i) during the resizing of the congested cell. It is obtained specifying the
“users switching/reswitching sub-model” of Figure 4 as shown in Figure 5. The
vertical black line separates the components belonging to the generic GPRS cell
model (on the left) from those belonging to the “users switching/reswitching
sub-model” (on the right).

Tokens in place activeSwitched (or myActiveSwitched) and idleSwitched (or
myIdleSwitched) represent, respectively, the number of active and idle users re-
ally switched from CELL to CELL-i. The input gate controller switch active
keeps the number of tokens in activeSwitched equal to the number of tokens in
myActiveSwitched, until the re-switching procedure starts. The input
gate controller switch idle performs the same action for the idle users. The
enable reswitch place contains one token if the re-switching procedure is
enabled, zero otherwise. Tokens in places commonActiveSwitched and
commonIdleSwitched represent, respectively, the active and idle users re-switched
from CELL-i to CELL.

Here, we briefly describe the model behavior following the temporal events
of Figure 2.
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Fig. 5. “users switching/reswitching sub-model” for CELL-i

– Before time T0, the system is in steady-state.
– At time T1, the switching procedure from CELL to CELL-i starts and then

some tokens arrive in places activeSwitched and/or idleSwitched. Places my-
ActiveSwitched and myIdleSwitched follow the respective variations, thanks
to the input gates controller switch active and controller switch idle.

– At time T2 the outage in CELL ends and then, at time T3, the mark of
the place enable reswitch is set to 1 and the re-switching procedure starts.
The users re-switched from CELL-i to CELL are available in place common-
ActiveSwitched and commonIdleSwitched. The re-switching procedure ends
when places myActiveSwitched and myIdleSwitched are empty.

Overall model for [CELL,CELL-i ]. In the first step of the solution tech-
nique depicted in Figure 3, type A and type B models have to be composed
together in order to build the overall model representing the behavior of each
couple of cells [CELL,CELL-i ]. The two models are joined together using the
Join1 operation [12] provided by the Möbius tool [13], and interact each other
through the following shared places: activeSwitched, idleSwitched, commonAc-
tiveSwitched, commonIdleSwitched, enable reswitch.

3.2 About Effectiveness

The major characteristic of this technique is its capability to manage the com-
plexity of the overall model, as we provide the solutions solving N+1 sub-models
only and combining some basic QoS measures. In case of state-based analyti-
cal solution, the state-space explosion problem is drastically reduced thanks to
1 The Join operator takes as input a) a set of submodels and b) some shared places

owning to different submodels of the former set. Its output is a new model that
comprehends all the joined submodels’ elements (places, arcs, activities) but with
the shared places merged in a unique one.
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the lower number of states generated for each individual sub-model. In case of
simulation, the major advantages are related to:

– the mitigation of the stiffness-problem, if the submodels to be simulated
during Step 1 and 3 have less time scales than the monolithic model. This
property could be extremely useful in dealing with an heterogeneous network
composed by cells of different technologies, e.g. GPRS and UMTS (Universal
Mobile Telecommunications System);

– the decrement of the overall solution time, since the N sub-models consti-
tuted by the couple [CELL,CELL-i ] in Step 1 can be solved concurrently.
This favors the scalability of the method, which can easily deal with high
numbers of receiving cells;

– the alleviation of the memory requirements for the simulator, as the sizes of
the sub-models to be solved are reduced thanks to the models decomposition.

Although both analytical and simulation solution methods can be applied, in
this paper we adopt the simulation approach to numerically solve the sub-models
obtained applying our methodology, using the simulator offered by the Möbius
tool. The main advantage in using the simulation is that it allows to represent real
system conditions better than analytical approaches do (e.g., to use distribution
functions more realistic than the exponential one).

4 Model Evaluation

We perform a transient analysis in the interval of time from the occurrence of
an outage (time T0) to the new system steady-state after the outage repair.

4.1 Settings for the Numerical Evaluation and Analyzed Scenario

We analyze a GPRS network composed of one central cell (CELL) and three
partially overlapping cells (CELL1, CELL2 and CELL3). In Figure 6 we detail
the values we assigned to the main parameters of each cell. All the four cells
have the same number of traffic channels (three) but different user populations;
therefore, each cell has a different workload level at steady-state.

We analyzed two scenarios, which have been set up in order to tune the follow-
ing two parameters of a resource management technique: activeUsersToSwitch,
that is the number of active users to switch, and outageReactionTime, that is
the time necessary to the Resource Management System to react to the outage.

– SCENARIO 1: The fine-tuning is performed in terms of the number of active
users to switch from CELL to each other cell. In particular, we consider three
cases: i) the case where no cell resizing is performed (no users switching),
ii) the case where the cell resizing involves 50% of the users in the over-
lapping area (active users to switch = 75), and iii) the case where the cell
resizing involves 100% of the users in the overlapping area (active users to
switch = 150). Moreover, we set the outageReactionTime parameter to 30
seconds and assumed that 10% of the switched active users are lost during
the reconfiguration action.
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CELL
Users 180

with CELL1:  60
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Overlapped Users 150

with CELL3:  40
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Users in CELL3 200

Outage Reaction Time variable

Fig. 6. Analyzed scenario: cell topography and fine-tuning parameters

– SCENARIO 2: The number of active users to switch from CELL to the other
cells is set to 75 users (30 to CELL1, 25 to CELL2 and 20 to CELL3). The
focus in this scenario is on evaluating the impact of the time necessary to
the Resource Management System to apply a traffic reconfiguration after the
occurrence of an outage. So, the parameter under tuning is outageReaction-
Time, for which three values have been considered: 15, 45 and 75 seconds.
This performance indicator is useful to set a maximum value on the time the
RMS is allowed to spend to elaborate a reaction to the observed overload.

We suppose that the switching and re-switching procedures are instantaneous.
Moreover, we suppose that the partial outage affecting the central cell consists
of a software error that reduces the number of available traffic channels from
3 to 1, and we set the outage duration to 120 seconds (average time needed
to restart the software). The outageEndReactionTime parameter (the time that
occurs between the end of the outage and the users re-switching) is set to 15
seconds (typical real value). In all the simulations we choose a relative confidence
interval of 0.1 and a confidence level of 0.95, that is in the 95% of the times, the
mean variable will be within 10% of the mean estimate.

4.2 Numerical Evaluation

In this section we show the results obtained from the simulations, both con-
cerning the Pointwise Congestion function (PCf, on the Y-axes) and the Total
Congestion indicator (TCi, in the labels of the figures). In all the figures plotting
the simulation results, the time interval on the x-axis starts at time 200 sec. (the
outage occurrence time) and ends at time 556 sec. (the time the new steady-state
is reached in all the cells). The labels T0, T1, T2 and T3 on the x-axis have the
same meanings as in Figure 2.
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Fig. 7. (a) Congestion Perceived in CELL2 and (b) Congestion Perceived in CELL

Evaluation in scenario 1: Tuning of parameter ‘activeUsersToSwitch’.
Figures 7(a) shows the congestion perceived by the users (the Point-wise Conges-
tion function) in CELL2 at varying of the number of the active users to switch
(0%, 50%, 100% of the number of users in the overlapping area). Obviously,
the TCi value increases when we increase the value of the activeUsersToSwitch
parameter. We note that the congestion level at steady state (time T0) is about
4%, after time T1 (the switching time), the congestion initially increases, but de-
creases immediately after. This happens when the receiving cell is not congested
and, then, can absorb the added traffic. The other two receiving cells (CELL1
and CELL3) behave similarly and they are not presented in the paper for the
sake of brevity. They only vary in the workload at steady-state level that is lower
for CELL1 (about 1%) and higher for CELL3 (about 14%), mainly because of
a different number of users camped in. Moreover, the traffic overload induced in
CELL3 has the most negative impact, as the congestion level at steady-state is
the highest.

Figure 7(b) shows the congestion perceived by the users in the cell affected
by the outage at varying the number of the active users to switch from this cell
to all the adjacent cells. From the figure we note that if we increase the total
number of active users to switch from 75 to 150, the TCi value remains the same.
This happens, in general, when the system tries to switch “too many” users and
then the negative effects due, for example, to the augmented number of lost users
is equivalent to the positive effects due to the augmented number of switched
users. At time T1 the switching procedure starts and the perceived congestion
is beneficially affected by the actuation of the technique in a very short amount
of time. At time T2 the outage ends, CELL starts working properly and the
congestion rapidly decreases, while increases from time T3 (because of the users
re-switching), till reaching again the steady-state level.

Figure 8(a) shows the behavior of the overall GPRS network composed of
CELL, CELL1, CELL2 and CELL3 at varying values of the activeUsersToSwitch
parameter. We analyze the percentage of the unsatisfied users in the network
with respect to the total number of users camped in the four cells (in this example
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Fig. 8. (a) Overall Congestion Perceived and (b) Active Users Switched from CELL
to all other cells

180+140+170+200=690 users). We note that the 100% cell resizing curve (ac-
tiveUsersToSwitch=150) is worse than the 50% one (activeUsersToSwitch=75)
as the positive effects induced by the decongestion in CELL don’t compensate
the negative effects on CELL1, CELL2 and CELL3 (the receiving cells).

Lastly, Figure 8(b) shows the number of active users really switched from
CELL to the other cells. We note that the switching and re-switching proce-
dures are not instantaneous. This means that there are not enough active users
immediately available to be switched at time T1 (the switching time) and re-
switched at time T3 (the re-switching time).
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Fig. 9. (a) Congestion Perceived in CELL3 and (b) Congestion Perceived in CELL

Evaluation in scenario 2: Tuning of parameter ‘outageReactionTime’.
Figure 9(a) shows the congestion perceived by CELL3 (one of the receiving cells)
at varying the time needed by the system to react to the outage (outageReaction-
Time parameter). As expected, the congestion increases if the outage reaction
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time decreases, both concerning PCf and TCi, as the switched users reach the
cell earlier. The other receiving cells behave similarly (they only vary in the
workload at steady-state level) and then, for the sake of brevity, they are not
presented in the paper.

Figure 9(b) shows the congestion perceived by the users camped in the central
cell at varying of the outageReactionTime parameter. As expected, the TCi
decreases when reducing the outage reaction time, as the reconfiguration action
is applied earlier.
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Fig. 10. Overall Congestion Perceived

Finally, Figure 10 shows the percentage of unsatisfied users in the overall
network at varying the outageReactionTime parameter. This is the percentage of
unsatisfied users in the network with respect to the total number of users camped
in it (690 users for the considered setting). We note that if the reaction time
parameter increases, the congestion perceived increases as well. The obtained
results allow performing an interesting investigation on the amount of time that
the system should be permitted to spend for its decision-making processes. For
example, if a maximum tolerable level of degradation is known a priori, by
looking at the results in Figure 10 it can be inferred a value for the maximum
outageReactionTime.

5 Conclusions

In this paper, the congestion analysis of GPRS infrastructures consisting of a
number of cells partially overlapping has been performed in terms of QoS indi-
cators expressing a measure of the service availability perceived by users. When
a congestion is experienced by one of these cells, a family of congestion manage-
ment techniques is put in place, to operate a redistribution of a number of users
in the congested cell to the neighbor ones, in accordance with the overlapping
areas. Since the service availability perceived by users is heavily impacted by the
congestion experienced by the cells, determining appropriate values for the users
to switch, so as to obtain an effective balance between congestion alleviation in
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the congested cell and congestion inducement in the receiving cells, is a critical
aspect in such contexts.

In order to carry on such fine-tuning activity, a modeling methodology, ap-
propriate to deal with the system complexity, has been defined. In particular,
we introduced a solution technique following a modular approach, in which the
solution of the entire model is constructed on the basis of the solutions of the
individual sub-models.

Models solution through a simulation approach has been performed in order
to provide numerical estimates. The obtained results, although dependent on
the considered parameters setting, show behavior trends very useful to make an
appropriate choice of the number of users to switch, which is a critical parameter
for the congestion management technique. Moreover, an investigation on the
amount of time that the system should be permitted to spend for its decision-
making processes is carried on.

The defined modeling framework shows very attractive potentialities, being
it suitable to be employed in the analysis of other similar problems. Among the
devised future works on this stream, we mention two directions. On one side,
we could adapt this method to deal with other interesting scenarios, e.g. when
a cell is overlapped with several congested cells. On another side, it could be re-
used to analyze the behavior of a heterogeneous infrastructure, where different
network technologies (e.g., GPRS and UMTS) cooperate to reduce a congestion
situation. This last is a direction we already started to explore in the context of
the CAUTION++ project.
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Abstract. The Session Initiation Protocol (SIP) has emerged as the preferred 
Internet telephony signaling protocol for communications networks.  In this 
capacity, it becomes increasingly essential to characterize both the performance 
and the reliability of the signaling entities utilizing the protocol.  We provide an 
analytical look at the performance of a SIP network as well as a reliability 
model of SIP servers.  Keywords: SIP, Stochastic Processes, Queueing 
Analysis, Performance Analysis, Reliability Analysis. 

1   Introduction 

The Public Switched Telephone Network (PSTN) has evolved over a century to 
become an integral part of human communications.  Over the years, the network has 
been tuned for performance and has evolved to become highly reliable, with 
individual switches experiencing only a few seconds of downtime per year.  As the 
telecommunications industry moves towards a new network (the Internet) with a new 
set of signaling protocols, media behaviors and routing protocols – which are 
markedly different from the PSTN model – is it reasonable to assume that the 
performance and reliability metrics established in the PSTN are applicable and 
achievable in the new environment? 

Performance analysis and reliability of circuit-based communication networks has 
been well studied.  Models exist in the PSTN that characterize performance in 
telecommunication switches.  One measure of performance in the PSTN is the Busy 
Hour Call Attempt (BHCA) metric, which is defined as the number of call attempts 
during the busiest hour of the day.  The BHCA measures the capacity of a PSTN call 
processing switch in terms of the total number of calls arriving at a switch during 
peak periods.  In commercial PSTN switches, it ranges from 1 million to 2 million 
calls per hour.  Another measure of performance is the switch cross-office delay, 
where a typical value is 100-300 milliseconds (ms); the precise requirements for this 
metric are specified by signaling message type. 

Circuit switches for voice meet stringent requirements for reliability with expected 
switch availability greater than 0.99999 and expected call loss of the order of tens per 
million calls handled. For call loss, in the event of failures, the priority is to save calls 
in progress over calls in the setup stage. This high reliability is achieved through 
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redundancy of the switch elements, robust software and the implementation of 
hardware and software fault tolerance mechanisms at various layers in the system. 

Current trends in the telecommunications industry favor voice over Internet 
Protocol (VoIP) technology.  The introduction of the Session Initiation Protocol (SIP) 
and the widespread adoption of the protocol by both wireless and wireline 
telecommunication players has accelerated the trend.  If VoIP is to become the 
pervasive telecommunication model, then the performance and reliability of call 
processing elements in the Internet needs to be on par with those of the circuit-
switched elements. To this end, there are three contributions of this paper. The first is 
to provide analytical models for the performance analysis of a SIP network and use 
the models to analyze the performance of a SIP network with respect to varying 
arrival rates, service rates and network delays.  The network delay is characterized 
using one intermediary as well as a chain of intermediaries of varying length.  The 
second contribution of the paper is evaluating a SIP network for reliability and lost 
calls.  Given the industry trend towards using commercial-off-the-shelf hardware and 
software components, our evaluation is based on utilizing generally available 
application layer fault tolerance mechanisms as opposed to using proprietary solutions 
implemented at lower layers.  Finally, we compare our findings with the established 
norms of PSTN performance and reliability.  

The rest of the paper is organized as follows: Section II covers existing work 
related to SIP performance.  Section III provides a brief background on the 
mechanisms of signaling exchange in the PSTN and a SIP network.  Section IV 
details the performance model and the results from the performance analysis.  Section 
V presents a reliability model combined with the performance model and the 
subsequent results.  We conclude the paper by summarizing our observations and 
future work to be done in this area. 

2    Related Work 

Wu et al. [2] analyze SIP performance in light of SIP-T  (SIP for Telephones) [3]. 
SIP-T is an effort to provide the integration of legacy telephone signaling into SIP 
messages through encapsulation and translation. The PSTN call setup messages that 
would normally flow between two PSTN switches are encapsulated and transported as 
a payload over a SIP network connecting two PSTN islands. SIP-T also translates 
certain PSTN call setup headers into their closest SIP equivalent to enable 
intermediaries to route the request.  Wu et al. analyze the queuing delay and queuing 
delay variation using embedded Markov chains in a M/G/1 queuing model. Our work, 
by contrast, analyzes performance under varying arrival rates, service rates and 
network delays of an end-to-end native SIP ecosystem which includes multiple 
intermediaries (SIP proxies). We also analyze the reliability, including call loss, of 
SIP signaling entities through a hierarchical performance and reliability model.  

The SIPStone benchmark [4] is an early attempt at characterizing server 
performance in a way that is useful for dimensioning and provisioning a SIP network. 
One of the aims of SIPStone is to enunciate a repeatable set of experiments in order to 
compare different implementations across the uniform set of experiments. It assumes 
the standard SIP trapezoid: a client conversing with a SIP intermediary, which in 
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turns converses with a destination server.  Our work builds in part on SIPStone to 
provide an analytical view of performance and reliability across a wider spectrum 
which includes modeling a SIP network using one intermediary, and a chain of 
intermediaries. 

Zhu [10] analyzes the usage of SIP in the Third Generation Partnership Project's 
(3GPP) IP Multimedia Subsystem (IMS). This analysis involves the usage of SIP in 
the context of a centrally controlled architecture, which imposes additional 
requirements on the protocol above and beyond those specified in [1].  Our analysis is 
based on the protocol as specified in [1]. 

Lipson [12] presents an approach for using model checking of Markov Reward 
Models to analyze properties of a simple SIP network. The focus is on transient 
properties related to the number of calls processed prior to system failure or system 
repair. Rewards are expressed as simple rates of incoming requests for call setups. 
Our model, in contrast, is a hierarchical model consisting of a high-level Markov 
Reward Model and a lower-level queuing network model. Furthermore, our model 
considers implications of different fault tolerance approaches and we use closed-form 
equations rather than model checking to analyze properties of our model. 

3   Background 

In order to study the performance of telecommunications systems, it is instructive to 
understand the entities involved in call setup.  We provide a brief overview of call setup 
in the PSTN and compare it with call setup in the Internet using SIP. 

PSTN Call Setup. In the PSTN, telephone users connect through the telephone system 
into the central office (CO). Hundreds of COs may be installed in a metropolitan area.  
Telephone traffic from end users terminates at the CO through a pair of wires (or four 
wires) called the local loop or the subscriber loop.  Telephone traffic from the COs is 
generally aggregated into trunks and carried to a toll/tandem office from where it is 
distributed to other toll offices. High usage trunks are established when the volume of 
calls warrants the installation of high capacity between two offices.  

A salient point about the PSTN is that the network used to route the media stream 
between switches is different from the network used to route signaling messages.  
Signaling messages between switches are routed over a packet-based network called 
Signaling System Number 7 (SS7).  Communicating switches exchange SS7 messages 
to setup a call by allocating media resource end-to-end.  Once the media resources have 
been allocated and the call has been set up, the voice flows over direct media 
connections between each intervening switch.  More information about PSTN signaling 
is available in [7]. 

Call Setup in SIP. SIP [1] is an application-layer protocol used to establish, maintain 
and tear down multimedia sessions. It is a text-based protocol with a request-response 
paradigm. A SIP ecosystem consists of user agents, proxy servers, redirect servers, and 
registrars. Of special interest to us with respect to this paper are user agents and proxy 
servers. 

There are two types of SIP user agents: a user agent client (UAC) and a user agent 
server (UAS). A UAC and a UAS are software programs that execute on a computer, an 
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Internet phone, or a personal digital assistant (PDA).  A UAC originates requests (i.e. 
start a phone call) and a UAS accepts and acts upon a request. UASes typically 
register themselves with a registrar, which binds their current Internet Protocol (IP) 
address to an email-like identifier used to identify the user. This registration 
information is used by SIP proxy servers to route the request to an appropriate UAS. 

Proxy servers are SIP intermediaries that provide critical services such as routing, 
authentication, and forking. A SIP proxy, upon the receipt of an incoming call setup 
request, will determine how to best route the request to a downstream UAS.  

The request to establish a session in SIP is called an INVITE.  An INVITE request 
generates one or more responses.  Responses to requests indicate success or failure, 
distinguished by a status code.  Responses with status code 1xx (100-199) are termed 
provisional responses and serve to update the progress of the call; the 2xx code is for 
success and higher number for failures. 2xx-6xx responses are termed as final 
responses and serve to complete the INVITE request. The INVITE request is 
forwarded by a proxy (through possibly another chain of proxies) until it gets to its 
destination. The destination sends one or more provisional responses followed by 
exactly one final response. The responses traverse, in reverse order, over the same 
proxy chain as the request.  Figure 1 provides a time-line of call establishment 
between a UAC and a UAS.  The request is forwarded through a chain of proxies.  

With reference to Figure 1, the UAC sends an INVITE to P1 and P1 routes the call 
further downstream.  From the UAC's reference, P1 is called an outbound proxy. P1 
determined that the request should be forwarded to P2 (the UAS is in a different 
domain).  When the request arrives at P2, it queries its location server and further 
proxies the request to the UAS.  From the UAS point of view, P2 is the inbound 
proxy. The UAS issues a provisional response followed by a final response. The call 
is setup when the UAC receives the final response. 

Comparing SIP entities to the PSTN, the UAS and UAC correspond to phones; 
proxies act as 'switches'. However, unlike the PSTN, there is no signaling overlay 
network. Both media and call signaling use the same network. Nor is there a notion of 
a toll/tandem switch in the Internet. The routing fabric of the Internet assures that 
packets containing voice or data are forwarded to their intended destination. More 
information on Internet telephony signaling and SIP is available in [1, 8, 9]. 

4   Performance Analysis 

The performance measures of interest for SIP networks are the steady-state mean 
response time and mean number of jobs in system. The mean response time of a 
proxy server is defined as the mean elapsed time from the time t1 an INVITE request 
from an User Agent Client (UAC) arrives at the proxy server until the time t2 that the 
proxy server sends a final response to the UAC. The mean number of jobs in system 
is defined as the mean  number of calls  currently being set up or  waiting to be set up 
by the proxy server. Also of interest is the behavior of these performance measures as 
a function of the mean arrival rate of incoming INVITE requests, the mean service 
rates for processing SIP requests/responses, and the mean propagation delay between 
adjacent SIP proxy servers in the network. 
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Fig. 1.  SIP call establishment 

4.1   Performance Model and Assumptions 

We model a SIP proxy server as an open feed-forward queuing network, in which 
arriving jobs correspond to INVITE requests received by the SIP proxy server from 
an upstream UAC in a SIP network. The queuing network consists of sequences of 
queuing stations that correspond to possible sequences of SIP requests and responses 
during a call setup.  Each queuing station does the servicing of the SIP 
request/response at the corresponding point in the call setup sequence. In constructing 
our model, we made some simplifying assumptions. First we model a "180 Ringing" 
response and assume that immediately following this will be a final response (either a 
2xx final response or non-2xx final response). When an INVITE request arrives at the 
proxy, it is sent downstream and may engender a "180 Ringing" response or a non-
2xx final response. 

Next, we make certain assumptions about the mean service time.  In SIP, mean 
service time will vary by implementation. For this analysis, we assume that it takes 
1/μ mean time to service an INVITE request at a proxy and derive other service time 
parameters from this base service time.  Servicing a SIP message includes extracting 
the message from the transport layer, parsing it, performing a location server lookup, 
querying the DNS and serializing the request on a connection opened with the next 
downstream entity. In response to the INVITE, the proxy will receive a 180, a 200, or 
a non-200 response.  Since the effort required to process a response is far less than 
that for processing an INVITE, we assign a mean service time of 0.3/μ for processing 
180, 2xx and non-2xx responses. 

For simplicity, we assume a lossless network. This is not an unreasonable 
assumption, loss rates of 10-7 are not uncommon in Internet2 [13].  Operational 
networks will typically have very low packet loss rates to maintain good voice quality 
and acceptable call setup delays. Finally, we assume a simple call flow from a UAC 
to an outbound proxy, which transmits the call to an inbound proxy in the domain of 
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the UAS and from there it arrives at the UAS. For this call flow, we model two cases: 
one, the inbound proxy is the same as the outbound proxy (UAC  P  UAS), and, 
two, there is a chain of proxies between the UAC and the UAS (UAC  P1  P2  
…  PN  UAS).  We do not consider advanced SIP services such as forking.  
Figure 2 shows the basic model.  

 

Fig. 2. Model with no network delays 

When an INVITE arrives at a proxy, with a probability of 0.8 it will engender a 
"180 Ringing" response, and with a probability of 0.2 it will result in a failure 
response. The failure leg models the behavior of a call that was not setup. 
Following the model further, we note that with a probability of 0.9, the "180 
Ringing" is followed by a "200 OK" response; i.e. the user associated with the UAS 
successfully answered the call.  With a probability of 0.1, we model the "180 
Ringing" resulting in a non-2xx response; i.e. the UAS was successfully contacted 
but the user did not pick up the phone. The fserv-180 and fserv-non-200 stations 
model a UAS. A UAS does not proxy a request downstream; instead, it issues a 
response. As such, it requires less computation than what a proxy undergoes when it 
services a request. Hence, in the model, we have assumed a mean service time of 
0.7/μ for sending the 180 followed by a 200 or non-2xx response. Similarly, 
sending only a non-2xx response takes even less time, modeled by a mean service 
time of 0.5/μ. Note that we assume that there is zero delay between the "180 
Ringing" response and the "200 OK" response.  In real systems there will be a 
variable delay –– this is the time taken by the user to answer the call. The length of 
this delay interval would impact the number of jobs in system performance measure 
and also has implications for checkpointing. 

In the base queueing model of a SIP proxy server depicted in Figure 2, each 
queueing station is modeled as a M/M/1 queue. This model is an open, feed-
forward queueing network, since jobs arrive from an outside source, and there is 
no feedback among queueing stations in the queueing network.  Using standard 
approaches [11], the mean number of jobs N in system is given by N = J 

k=1  

ρk/(1 - ρk), where  ρk = λk/μk,  λ1 = λ,  λj = k=1
j-1

 (λkQ[k,j]) for 1 < j ≤ J, and J=6 
is the number of stations in the queuing model. Q is the one-step probability 
matrix corresponding to the queuing model, that is, Q[i,j] is the probability that a 
job departing station i goes to station j.  Since the queuing network is feed-
forward, we assume that the serv-INVITE station corresponds to station 1, and 
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the other stations are numerically ordered in the above equations so that Q[i,j] = 
0 for all i ≥ j. The mean response time R for jobs is then given by Little’s law 
[11], R = N/λ. 
We now extend this model to include propagation delays between adjacent SIP 

proxy servers and UAC and UAS’s in call setup paths. Propagation delays can be 
modeled through a delay server; namely, a M/M/∞ queuing station with mean 
service time given by the mean propagation delay. The extended model is shown in 
Figure 3. 

 

Fig. 3.  Model with network delay 

The prop-INVITE station models the propagation delay in proxying the INVITE 
request to the downstream SIP entity, while the prop-180 station models the 
propagation delay in receiving a 180 response, together with a 200 response or non-
2xx  response, from the downstream SIP entity.  The prop-non-200 station is similar.  

The mean number of jobs in M/M/∞ stations is given by the arrival rate of jobs into 
the station multiplied by the mean service time (i.e. mean propagation delay in our 
model) [11].  It is thus straightforward to extend the earlier equations to compute 
mean response time and mean number of jobs in system for this extended model.  
Note that the model in Figure 2 corresponds to the extended model with propagation 
delay of zero. 

4.2   Results of Performance Analysis for SIP Proxy Servers 

Using this approach, the mean response time for a proxy server is computed; the 
results are shown in Figure 4. The plots show propagation delays from 0 to 10 ms, 
corresponding to distances of 0 to 1000 miles between adjacent SIP entities 
assuming delays of 1 ms per 100 miles. The INVITE service rate is fixed at 0.5 ms-

1. We observe that the mean response time is essentially linear with the arrival rate 
for the range of values considered. As expected, the mean response time increases 
with the mean propagation delay time. In our evaluated interval of arrival rates and 
propagation delays, the mean response time is in an acceptable range (as compared 
to the 100-300 ms for PSTN switches). Figure 5 shows the mean number of jobs in 
system as the arrival rate varies. We observe that the mean number of jobs is quite 
small (less than 10), even under propagation delays corresponding to a distance of 
1000 miles.  

We then compute these same measures of interest, this time varying the service 
rates for processing INVITE requests.  Figures 6 and 7 show the mean response 
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time and mean number of jobs in system as the service rate is varied.  In this 
analysis, the arrival rate of INVITEs is fixed at 0.3 ms-1; i.e. 1 million BHCA. 

 

Fig. 4.  Mean response time under varying 
arrival rates 

Fig. 5. Mean number of jobs under 
varying arrival rates  

 

Fig. 6. Mean response time under 
varying service rates 

Fig. 7. Mean number of jobs under varying 
service rates 

 



204 V.K. Gurbani, L.J. Jagadeesan, and V.B. Mendiratta 

 

4.3   Performance Model for Multiple SIP Servers 

We now extend the model and analysis in two ways: first, to hosts running multiple 
proxy servers for scalability, and second, to a network of SIP proxy servers. 

Multiple Proxy Servers on a Single Host 
Clearly a single server solution for a proxy is not scalable. We therefore provide 
performance results for a multi-server proxy host. We extend the model of Figure 2 
to queuing networks with the same structure, but with each M/M/1 queue replaced 
by a M/M/m queue.  The equations for computing the mean response time and mean 
jobs in system are standard (c.f. [11]). Figure 8 depicts the performance results for 
the model of Figure 2 with M/M/m queues, where the number of servers, m is 
varied between 3 and 10, and the propagation delay is set to zero. The lower bound 
of 3 servers corresponds to the minimum number of servers needed to ensure that 
the queuing network is stable. A key observation from Figure 8 is that below a 
certain threshold for the service rate μ  (i.e. 0.3 INVITEs ms-1), the mean response 
time to process requests can grow significantly even under small changes in the 
service rate.  Thus, this indicates the minimum service rate for multiple server hosts 
to ensure robustness of the proxy server. Our second observation is that for values 
of μ greater than this threshold, not only is the mean response time less sensitive to 
changes in the service rate, it is also largely independent of the number of servers in 
a single proxy server host.  This implies that a small number of multiple servers 
with a service rate of 0.3 is sufficient, so large numbers of servers or faster service 
rates are not necessarily needed. Figure 9 depicts a similar analysis, where the mean 
network delay is fixed at 1 ms. The results are similar to Figure 8, with an increase 
in mean response time corresponding to the network delay.  

 

Fig. 8. Mean response time of multiple server 
host under varying service rates 

Fig. 9. Mean response time of multiple 
server host with varying service rates and 
network delay  
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Chain of SIP Proxy Servers 
We next extend our analysis of a single server host in an orthogonal direction: namely, 
to a network of proxy servers modeling multiple hops in an end-to-end network. We 
thus extend our performance measures of interest of mean response time and mean jobs 
in system to reflect the end-to-end network.  In particular, the mean end-to-end response 
time is defined as the mean elapsed time from the time t1 an INVITE request from an 
User Agent Client (UAC) arrives at the proxy server until the time t2 that the proxy 
server sends a final response to the UAC; this mean response time now includes the 
time taken by all the intermediate proxies and the far end UAS to set up the call. 
Similarly, the mean number of jobs in system is now defined as the mean number of 
calls being set up or waiting to be set up by any of the intermediate proxy servers 
involved in setting up the call. 

In order to do this analysis, we need to recursively replace each station modeling the 
far end in our queuing network by a copy of the queuing network. However, separately 
replacing the fserv-180 and fserv-non-200 stations by copies of the queuing network is 
incorrect, since the arrival rate into the copies of the queuing network would recursively 
be a fraction  (0.8 or 0.2) of the arrival rate into the base model.  Hence, this recursive 
model would incorrectly assume greater capacity in the system. We thus first use an 
alternative model to our queuing network in which the fserv-180 and fserv-non-200 
stations are replaced by a single fserv station. This model is depicted in Figure 10, 
where Nserv is the sum of the mean number of jobs at stations fserv-180 and fserv-non-
200 computed from the model of Figure 2. 

It is straightforward to show that, for any arrival rate λ, if the service rate μfserv is 
given as λ(Nserv+1)/Nserv, the mean response time and mean number of jobs of this 
alternative model and the original model are equivalent.  We thus construct our model 
of SIP networks by recursive substitution into this alternate model.  In particular, we 
 

 

Fig. 10. Equivalent model for analysis 

recursively substitute the fserv station in this alternate model with a copy of this 
alternate queuing network, and then compute the mean end-to-end response time and 
mean number of jobs in the end-to-end system.  A similar construction is done for the 
extended model that included propagation delays.  Figures 11 and 12 show the results of 
this analysis, where the length of the proxy chain is varied from 1 to 6. The different 
lines again correspond to varying the propagation delays. The arrival rate is fixed at 0.3 
ms-1 and the service rate for INVITEs is fixed at 0.5 ms-1. 
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Fig. 11. End-to-end mean response time under 
varying length of proxy chains 

Fig. 12. End-to-end mean number of jobs 
under varying length of proxy chains 

5   Reliability Analysis 

The reliability metrics of interest for the proxy server are the steady-state system 
availability and the probability of job loss (i.e. loss of SIP call requests). We first 
develop a standard reliability model for the single proxy server for various 
replications schemes. The reliability model is then combined with the queueing 
performance model of Section  IV to predict the probability of job loss for these 
replication schemes. For this analysis, we used the hierarchical reliability and 
performability models and associated closed form expressions for computing 
availability and loss probability presented in [5]. 

The existence of fault tolerance software running at the application layer, that 
provides process and node error detection, recovery and checkpointing capabilities 
(as appropriate), is assumed for the proxy server.  As in [5], the server is assumed to 
exhibit fail-silent behavior. When there is a server failure, the messages at the 
server, could be lost or saved depending on the recovery mechanisms implemented. 
The same applies to new messages arriving at the server during the detection and 
recovery intervals.  Since the queuing network performance model assumes an 
infinite size buffer for the wait queue, messages are not lost due to buffer overflow. 
Thus, in the event of a server failure, the following 3 message loss scenarios are of 
interest: queued jobs, in-service jobs and new job arrivals when the system is down 
are lost (Case V in [5]); queued jobs, in-service jobs and new job arrivals when the 
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system is down are not lost (Case II in [5]); and queued jobs and in-service jobs are 
lost and new jobs arrivals when the system is down are not lost (Case VI in [5]). 

5.1   Reliability Models 

Continuous Time Markov Chain (CTMC) models, which capture the failure, error 
detection and recovery behavior of the server are evaluated for the following 
replication schemes: no replication, cold replication and warm replication. Server 
failures are caused by process or node failures, and it is assumed that there is only a 
single failure in the system at any time. 

No Replication.  There is a single proxy server with no fault tolerance software. 
Error detection and recovery are done manually. The unavailability of the server is 
observed only after the failure is detected and recovery is initiated after detection. 

Cold Replication.  There are two proxy servers running in active/cold standby 
mode with fault tolerance software at the application layer. Upon detection of a 
failure of a process in the active node, the process is restarted and the system is 
returned to a working state; with some probability this may require switchover to 
the standby node. Upon detection of a failure of the active node the recovery action 
is to switchover to the standby node. In this case  the switchover time includes the 
time required to bring up the node. We follow the cold replication model  
given in [5]. 

Warm Replication.  There are two proxy servers running in active/warm standby 
mode with fault tolerance software at the application layer. In the event of active 
process or processor failure, the standby node assumes the role of the active node 
after detection of the failure and switchover. A new backup is started on another 
available node. In the event of standby process failure, the process is restarted or, if 
it exceeds the threshold of restarts, it is started on a different node. We follow the 
warm replication model given in [5]. 

For all of the above replication schemes, availability is calculated from the  
pure reliability models by adding the steady state probabilities of the server up 
states. The pure reliability models at the high level and the queuing models  
of Section IV at the lower level are combined to compute the probability  
of call loss. In particular, rewards are associated with each state and  
transition of the reliability model. Rewards associated with a state reflect the  
rate of expected loss of call requests in that state; lost call requests  
accumulate at the specified reward rate during the expected time spent in  
the state.  Impulse-based rewards associated with transitions reflect the  
number of calls lost when the transition takes place. Expected rate of loss is 
computed by the accumulation of lost call requests in states and during  
transitions; we use the closed form equations from [5]. As in [5], loss probability is 
calculated by dividing the expected rate of loss of incoming jobs by the  
expected job arrival rate.  
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5.2   Results of Reliability and Call Loss 

The following parameter values (with exponential distributions) are assumed for the 
reliability and call loss analysis of SIP proxy servers: 
 

Job arrival rate,  = 0.3 ms-1 

Job service rate, u = 0.5 ms-1 
Process failure rate, p = 0.1 day-1 
Node failure rate, n = 0.05 day-1 

Process failure detection rate p= 1 sec-1 
Manual recovery rate,  = 1/120 sec-1 
Process restart rate, p = 1/30 sec-1 

Process failover rate, n = 1/120 sec-1 
 

The node failure detection rate, n is varied from 0.1 sec-1 to 15 sec-1. The node 
switchover rate, s, from failed to warm standby, is varied from 1/5 sec-1 to 1/30  
sec-1. The job (INVITE) arrival rate and service rate are as in the models of  
Section IV. 

Figure 13 shows the availability of a proxy server for different values of the node 
failure detection rate for the case of no replication, cold replication and warm 
replication. Node availability greater than 0.9999 is achievable with warm 
replication and it is not sensitive to increases in the detection rate beyond 1 sec-1. 

Figure 14 shows the probability of job loss for a proxy server for different values 
of the node failure detection rate for no replication, cold replication and warm 
replication. The loss scenario is that queued jobs, in-service jobs and new job 
arrivals when the system is down are lost; therefore, no checkpointing is required.  
For all cases, there is an initial decrease in the probability of job loss as the node 
failure detection rate is increased from 0.1 sec-1 to 1 sec-1 and, for further increases 
in the detection rate, there is an increase in the probability of job loss except for the 
no replication case where it remains constant. The probability of message loss 
increases significantly for values of the detection rate greater than 12 sec-1 due to 
the increased overhead associated with the higher detection rate.  

We assume that the buffer for job arrivals entering the system is of infinite size 
and, therefore, no jobs are lost due to buffer overflow.  In Figure 15, we plot the 
expected number of job arrivals when the system is in the down state against the 
detection rate of node failures for different replication schemes. As expected, this 
figure is highest for the no replication case (longest downtime) and lowest for the 
warm replication case (shortest downtime). The results, however, are not sensitive 
to changes in the node failure detection rate beyond 1 sec-1.  Next, in Figure 16, we 
show the mean time required to service the jobs accumulated in the arrival queue 
(while the system was in a down state) as a function of the node failure detection 
rate. The service time for these jobs ranges from 75 seconds for no replication, 40 
seconds for cold replication and 2 to 20 seconds for warm replication depending on 
the node switchover rate. The point to note is that, when the job arrival rate is high, 
saving job arrivals during the recovery interval is not worthwhile in call processing 
applications — the call setup delays for no replication and cold replication schemes 
would be unacceptable. This implies that checkpointing will not provide any 
benefits for the no replication and cold replication schemes. 
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       Fig. 13. Availability of proxy server                   Fig. 14. Probability of message loss of 
                                           proxy server 

 

      Fig. 15. Arrival of INVITE requests during    Fig. 16. Mean time to service jobs in  
      down state                                                         arrival queue 
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6   Conclusions and Future Work 

We have presented performance and reliability models for SIP networks and analyzed 
the behavior of the network under varying arrival rates, service rates, network delays, 
and replication schemes and associated failover rates.  Key metrics that were analyzed 
include (end-to-end) mean response times, (end-to-end) mean number of jobs in the 
system, availability, probability of job loss, and mean time to process jobs that arrive 
when the system is down. Our analysis indicates three key findings. First, for an 
arrival rate of 1 million BHCA our results show the mean response time falls within 
an acceptable range, and that beyond a certain point, increases in service rates or 
number of servers on a single host do not yield significant improvements in mean 
response time.  In particular, our results show that for single server hosts and service 
rates of 0.5 INVITE ms-1, mean response times are less than 10ms.  Furthermore, 
service rates greater than 1 ms-1 do not yield significant improvements in mean 
response time.  Similarly, for multiple server hosts and service rates of 0.3 ms-1, 
response times remain acceptable. Second, our results indicate that in steady state 
there are very few jobs in the system that are in a setup state. For example, in the 
steady state we observe that single server hosts with service rates greater than 0.5 
requests per ms, there are no more than 10 jobs in the setup state in a single proxy 
server.  For chains of single server proxies up to length 6, there are no more than 50 
jobs in the setup state across all proxies in a SIP network.  Given these results, we 
question whether it is necessary to add checkpointing in a SIP network. As noted 
earlier, however, if the delay representing the time taken by the user to answer the call 
is included in the analysis there will be more jobs in the system in a ringing state. Our 
future work will extend the performance analysis to multiple servers on hosts. 

Third, our results demonstrate that saving incoming jobs when the system is down 
yields acceptable mean response times only under certain replication schemes.  For no 
replication and cold replication, the mean time to service the  INVITE requests 
accumulated during the recovery interval will require 40-75 seconds.  Given that the 
normal lifetime of a SIP transaction is 32 seconds [1], saving job arrivals during the 
recovery interval is counter-intuitive. For warm replication, however, the mean time 
to service the jobs accumulated during the recovery interval is 2-20 seconds, 
depending on the value of the node switchover rate.  For this replication strategy, one 
can consider saving new jobs that arrive during the recovery interval.  However, 
since, as discussed above, calls in the setup state likely need not be saved, a 
comprehensive checkpointing strategy is not necessary. Our future work will also 
extend this aspect of our analysis with multiple servers on hosts. 

The reliability model presented results for an assumed set of input parameter 
values. The results indicate that, to achieve the level of reliability in SIP networks that 
is comparable to PSTN, warm replication is required. In practice, these models can be 
used to determine required design targets such as switchover time and error detection 
time to achieve a given level of proxy server availability. 

Future work will focus on validating the performance and reliability model 
parameters and results with lab measurements and field data. Additional future work 
includes relaxing assumptions about exponential distributions, including protocol 
timers in the model and extending the reliability model to multiple servers. 
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